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ABSTRACT

In the winter of 2012-2013, the KASCADE observational campaign was

carried out in southeast France in order to characterize the wind and thermo-

dynamic structure of the (stable) planetary boundary layer (PBL). Data were

collected with two micro-meteorological towers, a SODAR, a tethered bal-

loon and radiosoundings. Here, we use this dataset to evaluate the representa-

tion of the boundary layer in the WRF model. Generally, we find that diurnal

temperature range (DTR) is largely underestimated, there is a strong negative

bias in both longwave radiation components, and evapotranspiration is overes-

timated. An illustrative case is subjected to a thorough model-physics evalua-

tion. First, five PBL parameterization schemes and two land surface schemes

are employed. We find a marginal sensitivity to PBL parameterization, while

the sophisticated Noah land-surface model represents the extremes in skin

temperature better than a more simple thermal diffusion scheme. In a second

stage, we performed sensitivity tests regarding land-surface-atmosphere cou-

pling (through parameterization of z0h/z0m), initial soil moisture content and

radiation parameterization. Relatively strong surface coupling and low soil

moisture content results in a larger sensible heat flux, deeper PBL and a larger

DTR. However, the larger sensible heat flux is not supported by the observa-

tions. It turns out that for the selected case, a combination of subsidence and

warm air advection is not accurately simulated, but this cannot fully explain

the discrepancies found in the WRF simulations. The results of the sensitivity

analysis reiterate the important role of initial soil moisture values.
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1. Introduction38

For impact studies concerning the incidental release of pollutants in industry, it is critical to39

understand and be able to predict the meteorological conditions that govern the dispersion of40

these pollutants. In this context, stable boundary layers (SBLs) in complex terrain constitute41

a challenging case, because under these conditions there is not a single dominant term in the42

equations of motion that ultimately establishes the flow. Instead, the actual flow field is the result43

of interactions of many processes on different scales (Mahrt 2014; Steeneveld 2014). Another44

challenge for model simulations in complex terrain is the limited representation of orographic45

features. At the same time, stable conditions form the most limiting conditions for dispersion,46

because vertical mixing is suppressed.47

All the challenges mentioned above come together in the case of Cadarache, one of the research48

facilities of the French Commissariat à l’Energie Atomique et aux Energies Alternatives (CEA).49

Cadarache is situated in southeast France, in an area of moderately complex terrain where SBLs50

develop frequently. To acquire the data necessary for increased understanding of the flow and51

for model evaluation, the KASCADE (KAtabatic winds and Stability over Cadarache for the dis-52

persion of Effluents) experiment was carried out here in the winter of 2012-2013. The campaign53

resulted in 23 successful intensive observational periods (IOPs) and a unique dataset including54

flux measurements and vertical profiles acquired with radiosoundings, SODAR and a tethered55

balloon. Duine (2015) thoroughly analysed the dataset and provided much insight into the SBL56

development and interacting valley flows.57

In the current paper, we present and discuss our simulation results from the Weather Research58

and Forecasting (WRF) model (Skamarock and Klemp 2008) for the KASCADE observational59

period. Persistent model deficiencies were identified, and sensitivity analysis points out the im-60
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portance of soil moisture and surface-coupling strength. Before we continue with our research61

objectives, we briefly review the literature on physical processes and previous modelling studies.62

Stable boundary layers often develop during nights with clear skies and weak winds (Stull 1988).63

The net negative radiation budget leads to surface cooling and consequently, a cold layer of air64

gradually develops vertically. In this layer, vertical motion is suppressed by buoyancy effects and65

dispersion of pollutants is limited. The stable stratification is enhanced in complex terrain, where66

the denser air accumulates in the valleys, leading to the formation of cold pools (Price et al. 2011)67

and a strong temperature inversion at the interface between these cold pools and the warmer air68

aloft. Over both flat and complex terrain, if the density stratification becomes strong enough,69

turbulence can be completely suppressed by the buoyancy force and consequently, the large-scale70

flow can decouple from the local flow near the surface (Mahrt 1999). Related phenomena are low-71

level jets (e.g. Van de Wiel et al. 2010) and intermittent turbulence (Kondo et al. 1978; Medeiros72

and Fitzjarrald 2014). Another aspect relevant to this study that influence the flow in complex73

terrain are the development of diurnal mountain winds, where winds blow up-valley during the74

day and down-valley during the night (Zardi and Whiteman 2013). Forced and pressure-driven75

channeling, where the surface wind is directed parallel to the valley axis regardless of the wind76

direction aloft (Whiteman and Doran 1993; Carrera et al. 2009) may play a role as well.77

Numerical weather prediction model performance for the SBL has been studied within the con-78

text of the GABLS model intercomparison studies (Holtslag et al. 2013). Roughly speaking, it79

was concluded that state-of-the-art models perform reasonably well for SBLs characterized by80

moderate stratification, but additional challenges arise when considering SBLs with very strong81

stratification and SBLs over heterogeneous terrain. Holtslag et al. (2013) also stressed that correct82

atmosphere-land-surface coupling is essential for a good representation of the diurnal cycle of the83

boundary layer. Previous WRF studies for complex terrain (e.g. Passner and Range 2007; Jiménez84
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and Dudhia 2013; Gsella et al. 2014) found that near-surface winds are often overestimated and85

that model performance is sensitive to the synoptic situation. Under weak synoptic forcing, biases86

in wind speed and direction are largest. These studies ran WRF with a 2 or 3 km horizontal grid87

spacing and simulations were validated with standard meteorological observations. Jiménez and88

Dudhia (2013) note that the flow near the surface is the result of interactions between local effects89

and the large-scale flow and therefore the representation of orography is important for good model90

performance. Challenges in the representation of slopes are related to accurate representation of91

horizontal pressure gradients and diffusion (Zängl 2002; Weller and Shahrokhi 2014).92

Motivated by the challenges mentioned above, the goal of the current study is to assess and93

optimize the capability of the WRF model to predict the meteorological conditions that control94

the dispersion of pollutants — wind, stability and mixing — at Cadarache and its surroundings.95

Initially, we focus on the role of the planetary boundary-layer (PBL) and land-surface parameter-96

izations in the WRF model. We seek to answer the following questions: (1) which combination97

of PBL and land-surface parameterization is the most suitable for characterization of the PBL at98

Cadarache and (2) what are the strengths and weaknesses of the representation of key physical pro-99

cesses in the model simulations? Even though KASCADE focused specifically on SBLs, we find100

that the representation of the full diurnal cycle of the PBL shows persistent flaws. Most notably,101

the diurnal temperature range is underestimated. We select a typical case and perform sensitivity102

analyses to various model aspects. Here, we highlight three of them by answering the follow-103

ing questions: (1) what is the model sensitivity to land-surface coupling, in particular through104

the Zilitinkevich parameter (Zilitinkevich 1995) for the thermal roughness length z0h, (2) can the105

model performance be improved by using different radiation parameterizations and (3) what is the106

influence of soil moisture in the initial conditions on model simulations?107
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Section 2 discusses the study area and explain the IOP selection. Section 3 summarizes the108

model set-up and Section 4 presents the model evaluation and sensitivity studies. Recommenda-109

tions and conclusions are given in Section 5.110

2. Study area and IOP selection111

a. Study area112

Cadarache (43.69N, 5.76E) is located in southeast France (Figure 1), an area known for its clear113

skies, dry conditions, and large diurnal temperature range (DTR, e.g. Drobinski et al. 2005).114

The elevation of Cadarache is between 250-300 m above sea level and the Mediterranean Sea is115

located 60 km to the south. The orography in the area is dominated by moderately high mountain116

ridges of 1000-1250 m (Sainte Victoire, Luberon) and the middle Durance valley, which has a117

north-northeasterly directed 50 km long fetch. The valley depth varies, but is ∼200 m close to118

the Cadarache site. Its width is 5-8 km (ridge to ridge) and the valley bottom has an average119

slope angle of 0.2◦. 10 km downstream of Cadarache, the valley narrows to 200 m near Clue120

De Mirabeau. The Plateau de Valensole, a slight northeast-southwest oriented sloping plateau,121

separates the Durance valley from the Southern Alps. Cadarache is situated in a small side valley122

(the Cadarache Valley) of the Durance valley near the Clue de Mirabeau. This valley has a length of123

6 km, a depth of ∼100 m, a width of 1–2 km, and the valley-bottom slope angle is 1.2◦ (Figures 1C124

and D).125

Soils in the area are rich in limestone and typical vegetation types are herbaceous shrubs, pine126

trees and evergreen oaks (Ganteaume et al. 2009). Due to the Mistral, a dry northerly wind that127

develops frequently, the skies are often very clear and sunshine is abundant throughout the year (128

> 2500 h, Wrathall 1985). The Mistral deflects to a northwesterly direction near Cadarache and129
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may reach 30 m s−1. Also, a northeasterly Durance down-valley wind is frequently observed at130

night (Duine et al. 2014). In a mature state, the Durance down-valley wind reaches 4-8 m s−1. The131

mechanism of this wind is thought to be part of a mountain-plain wind system, such as explained in132

Zardi and Whiteman (2013, Ch. 2.5). In this hypothesis, the Durance valley drains the outflow of133

relatively cold air from the Alps. Local slope flows and/or channeling of the wind are considered134

to be governing mechanisms for the Durance down-valley wind.135

b. The KASCADE dataset136

The observations from the KASCADE campaign (Duine et al. 2014) consist of continuous mea-137

surements on three sites (Figure 1C) with additional measurements obtained during 23 IOPs. Tem-138

perature (PT100) and wind (Metek sonic anemometer) are routinely observed at the top of a 110-m139

mast (GBA). This mast exceeds the depth of the Cadarache valley and thus measures the flow in140

the larger Durance valley. Furthermore, an automated weather station is situated at the northern-141

most edge of Cadarache (VER) which measures 2 m temperature, humidity and pressure and 15m142

wind speed. For the KASCADE campaign, this site was equipped with a Remtech PA2 SODAR,143

measuring wind speed and direction up to ∼500 m. At the bottom of the Cadarache Valley a 30144

m flux divergence tower was temporarily installed and equipped with sonic anemometers at three145

levels (Campbell Sci. CSAT at 30 m, Young 81000 at 10 and 2 m), one fast hygrometer (LI-146

COR LI-7500A) at 30 m, net radiometers at two levels (CNR4 at 20 m and CNR1 at 1.2 m, both147

Kipp&Zonen), and thermohygrometers at two levels (Campbell Sci. HMP45 at 30 m and Camp-148

bell Sci. HC2S3 at 1.90 m). Temperature, humidity and radiation components were sampled every149

10 s and averaged over 10 min. The sonic anemometers and LI-COR sampled at 10 Hz. Turbulent150

fluxes like latent heat (LvE), sensible heat (H) and momentum (τ) were calculated using the Ed-151

dyPro flux packager (LI-COR Biosciences, USA), version 4.1.2. During IOPs, radiosoundings152
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(MODEM M2K2-DC) were launched at 1200, 1800, 0000 (only the last 5 IOPs) and 0600 UTC153

and a tethered balloon (Vaisala TTS111) gathered nearly continuous profiles of wind speed and154

direction, temperature, humidity and pressure up to 300 m.155

After the KASCADE campaign, all sensors have been checked for inconsistencies and156

re-calibrated during a two-month inter-comparison campaign at Centre de Recherche Atmo-157

sphériques, Lannemezan, France. The CNR1 radiometer was calibrated against the CNR4. The158

longwave radiation components from CNR4 have been checked additionally to a CG4 radiometer159

(Kipp & Zonen), no correction was needed. The thermohygrometers from the flux tower have been160

mutually corrected for humidity; for temperature, no correction was needed. For pressure of the161

tethersondes, the average was taken as reference for correction, while for relative humidity, they162

were corrected against the M30 thermohygrometers. At every start of a tethered balloon session,163

the tethersondes were calibrated for wind direction. The validity of calculated fluxes was checked164

during the inter-comparison campaign with an other eddy-covariance package (Baghi et al. 2012).165

The SODAR profiles have been calibrated against the tethered balloon measurements and 110 m166

mast. Additional information on the correction procedures can be found in Duine (2015).167

Unfortunately, observations of the soil heat flux, G, were unavailable and we could not check the168

closure of the surface energy balance. However, using a simple empirical formula from De Rooy169

and Holtslag (1999), we estimated G from observations of 2 m temperature. Using these estimates,170

we found that the energy balance does not close. For example at noon, the available energy at the171

surface (Q∗−G) is 100 W m−2 larger than the energy that is used for heating and evapotranspira-172

tion (H +LvE). This issue has already been addressed by, e.g., Twine et al. (2000) and Ingwersen173

et al. (2011) and should be kept in mind during the interpretation of the results.174
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c. IOP selection and characterization175

We have performed WRF model simulations for all KASCADE IOPs. For this paper, we se-176

lected the period between 1200 UTC 18 February 2013 - 1200 UTC 20 February 2013 as an177

illustrative example of our model evaluation, and we subjected this case to a thorough evaluation178

and sensitivity analysis. The period covers exactly two IOPs (15 and 16) and is nearly cloud-free,179

which favors the development of SBLs in which the most challenging flows occur. Another advan-180

tage is that we exclude uncertainties involved with the selected cumulus parameterization, which181

is outside the scope of this evaluation. The local time is UTC+1.182

Figure 2 shows that the synoptic pressure gradient over the study area is small during the selected183

period. On 18 February 1200 UTC, a high-pressure area extends from the United Kingdom to the184

Black Sea. Together with a low-pressure system over the Atlantic, this results in a weak south-185

easterly flow over Cadarache. After 24 h, the anticyclone has disintegrated and low pressure areas186

over Poland and Greece induce a northeasterly flow over France, as confirmed by radiosoundings187

(not shown).188

Figures 3A and B show contrasting wind patterns in the two IOPs. IOP15 (1200 UTC 18 Feb189

– 1200 UTC 19 Feb) starts with a south-southeasterly wind of 4–6 m s−1 in the lowest 500 m.190

Around 2100 UTC 18, the wind speed decreases and the wind direction turns to northeast, starting191

from the surface, i.e. the typical Durance down-valley wind develops. During IOP16 (1200 UTC192

19 Feb - 1200 UTC 20 Feb) the wind is much stronger, up to 10 m s−1, and from the west-193

northwest, i.e. a rather weak manifestation of the Mistral. After sunset, wind speeds drop and the194

wind turns to the north and slightly northeast, but much less pronounced than in IOP15.195

The descending isentropes in Figure 3C reveal warming of the upper air due to advection and/or196

subsidence (0.24 K h−1 above 1500 m). Strong vertical gradients of potential temperature (θ )197
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and humidity (q) are observed on 19 February (Figure 3D, see also Figure 6). The figure also198

depicts the development of the SBL and illustrates the large DTR. At 0600 UTC (both nights),199

θ drops to 270 K at the surface, while it reaches a maximum of 286 K at 19 February around200

noon. The lowest 200 m of the PBL has been subject to drying by dew formation at night (see also201

Figure 6D), while q increases due to evapotranspiration during the daytime. The radiosonde launch202

site was located inside the Cadarache valley and accumulation of cold air in the valley enhances203

the nocturnal cooling near the surface. Note that Figures 3C and D are based on interpolation204

between radiosoundings and even though they give a first order estimate of the PBL evolution,205

the interpolated profiles of θ and q are merely a simplification. For example, in the growth of the206

PBL during the day, the isentropes show a decreasing stable stratification in the morning of 19207

February, while physically, one would expect a development of the PBL in the form of a layer of208

neutral stratification extending vertically from the surface (compare Figure 5).209

3. Model configuration210

This section summarizes our WRF (version 3.5.1) model configuration, covering the general211

settings (Section 3a, Table 1) and utilized land-surface (Section 3b, Table 2) and PBL schemes212

(Section 3c).213

a. General settings214

The model set-up consists of four nested domains centered around Cadarache (Figure 4). The215

outer grid covers part of Europe with most of the boundaries over the Atlantic Ocean and the216

Mediterranean Sea. The second domain covers the Alps (partly), the Pyrenees, and the Massif217

Central. The third covers southeast France, and finally the fourth domain represents the Durance218

valley with the surrounding mountains. The grid spacing in the inner domain is 1 km. Figure 1C219
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demonstrates that the Durance valley is quite well-represented at this 1 km-grid. The Cadarache220

valley, however, is smoothed and barely recognizable (not shown). Since most of the measure-221

ments were taken inside this valley, comparison of measurements and model results will not be222

straightforward, because local processes such as the accumulation of cold, dense air in the valley223

and sheltering of the wind will not be resolved by the model.224

We chose the Corine Land Cover (Büttner et al. 2004) because it is more recent (2006) than the225

commonly applied USGS landuse (1992) and it has a finer grid spacing (100 m versus 900 m).226

To make the Corine data compatible with WRF, a reclassification table is used as in Pineda et al.227

(2004). We use the ECMWF operational analysis input data on a horizontal grid of 0.25◦ and228

on 20 vertical pressure levels. This horizontal grid spacing is approximately the same as in the229

WRF outer domain. The WRF model is employed with 35 vertical eta levels (see Figure 6C). In230

a sensitivity experiment we have tested the WRF model with 46, 51 and 63 levels with ECMWF231

data on 20 pressure levels and 63 model levels (Note that from the 91 model levels in the ECMWF232

model, 63 are located below the WRF model top at 50 hPa). We found marginal differences233

between the simulations and thus decided to use with the pressure levels and 35 WRF levels, which234

is substantially cheaper in terms of computational costs. We have also performed test simulations235

with GFS input data, but the GFS model often provided snow cover when it was not observed, and236

this led to large biases in model output. All general settings are listed in Table 1.237

b. Land surface parameterization238

The land-surface scheme plays a key role for the partitioning of the available energy at the239

surface. We use two schemes of contrasting complexity. The MM5 5-layer thermal diffusion240

(TD) scheme (Dudhia 1996) is a very elementary scheme, which only computes the temperature241

in the different soil layers. It excludes canopy, and soil moisture is based on climatological data.242
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In contrast, the unified Noah land-surface model (Tewari et al. 2004) is more advanced, includes243

canopy, root penetration depth, soil moisture freezing, a layer of snow and surface runoff. Also, it244

calculates soil moisture prognostically. The representation of soil moisture in mesoscale models is245

essential (Chen and Dudhia 2001; Angevine et al. 2014) and we expect that this difference between246

the two surface schemes will have a large influence on the model results. Freezing of the top soil247

was often observed during KASCADE, which is another reason to expect better results from the248

runs with the Noah scheme.249

c. PBL parameterization250

The PBL scheme computes the vertical transport of heat, water vapor and momentum due to251

turbulent mixing. In the Reynolds-averaged momentum equations, the contribution of vertical252

turbulent mixing to the time rate of change of an arbitrary variable C can be expressed as (Stull253

1988):254

∂C
∂ t

=−∂w′C′

∂ z
. (1)

where w′C′ is the (unknown) turbulent flux. In the following, we will describe different parame-255

terizations to estimate this flux.256

1) NON-LOCAL CLOSURE257

The first two schemes are YSU (Hong et al. 2006) and ACM2 (Pleim 2007). These are so-258

called first-order schemes, meaning that all first-order moments (turbulent averages) are explicitly259

resolved while all higher-order moments (variances and covariances) are parameterized. The tur-260

bulent term in equation (1) is directly related to the gradient of the variable C:261

w′C′ =−KC
∂C
∂ z

, (2)
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where KC is the eddy diffusivity for C. As large eddies on the order of PBL height contribute sub-262

stantially to energy transport, both schemes incorporate a non-local transport term under unstable263

conditions. For YSU, this is formulated as:264

∂C
∂ t

=
∂

∂ z

[
KC(

∂C
∂ z
− γC)− (w′C′)h(

z
h
)3
]
. (3)

where γC is a so-called ‘countergradient term’, which is proportional to the surface H and inversely265

proportional to a velocity scale and the PBL height h. The last term represents entrainment at the266

PBL top. Alternatively, ACM2 represents non-local fluxes via ‘transilient turbulence theory’ (Stull267

1993). This theory extends local closure as it suggests that the diffusivity approach can be used268

to compute the turbulent fluxes between a certain level i and any other level, instead of only the269

two nearest neighbors. ACM2 uses a simple implementation of this theory, where only transport270

between adjacent layers is considered. Mathematically, this scheme takes the form:271

∂Ci

∂ t
= f

(
M↑C1−M↓i Ci +M↓i+1Ci+1

∆zi+1

∆zi

)
+

∂

∂ z

(
KC(1− f )

∂Ci

∂ z

)
, (4)

where first-order closure for local mixing can be recognized in the last term on the rhs. The other272

terms represent the non-local transport and the factor f determines the relative contributions of the273

local and non-local closure approach, which depend on stability (Xie et al. 2012). M↑ represents274

the mixing rate for convective upward transport, M↓ represents compensating downward mixing275

rates, and ∆z indicates the layer depth. KC is a function of the velocity scale ωs, the definition of276

which differs between the two models (Kleczek et al. 2014, their table 1)277

2) TKE-CLOSURE278

Alternatively we may parameterize the turbulent transport via a 1.5-order TKE-closure. We279

employ three TKE-schemes, namely MYJ (Janjic 1994), MYNN2.5 (Nakanishi and Niino 2006)280

13



and QNSE (Sukoriansky et al. 2005). In these schemes, KC is expressed as (Stensrud 2007):281

KC = λTKE0.5 , (5)

where λ is a length scale for turbulent mixing and TKE is calculated prognostically. Again, the282

definitions of λ and hence KC differ between the models (see Kleczek et al. 2014, their table 2).283

TKE closure has the advantage that no a priori balance is assumed between TKE production and284

dissipation and also it allows for TKE advection, which is physically more realistic in some cases.285

3) PREVIOUS WRF PBL STUDIES286

Even though there are large differences between PBL studies, there are some general findings287

that recur in literature. Non-local mixing schemes usually generate more entrainment, resulting in288

thicker, drier and warmer PBLs (Bright and Mullen 2002; Garcı́a-Dı́ez et al. 2013; Holtslag et al.289

2013). On the other hand, TKE-closure schemes often outperform first-order closure schemes in290

the simulation of the SBL (Steeneveld et al. 2008; Shin et al. 2012; Kleczek et al. 2014), because291

the decay of turbulence after sunset is more gradual and the local schemes are less sensitive to292

strong gradients near the ground. Garcı́a-Dı́ez et al. (2013) performed an extensive seasonal eval-293

uation of three PBL schemes: YSU, ACM2 and MYJ. They found a cold bias in summer and a294

warm bias in winter. The DTR was underestimated throughout the year. PBL growth is usually295

underestimated in all schemes (except for YSU when the PBL depth is below 1000 m). We an-296

ticipate the same underestimation for all schemes in our results. Moreover, both Steeneveld et al.297

(2011) and Garcı́a-Dı́ez et al. (2013) report a substantial overestimation of the turbulent surface298

fluxes. Shin and Hong (2011) evaluated four of the five schemes used in this study and found299

that the representation of surface variables in WRF is still uncertain, especially under stable con-300

ditions. Based on these findings, we expect that the model will have difficulties representing the301

large DTR.302
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4. Results and discussion303

a. Modelled evolution of wind, temperature and humidity304

First we evaluate the modelled evolution of wind, temperature and humidity (Figure 5), based305

on the optimized settings that we found in this study (see shown below), i.e. Noah+YSU, RRTMG306

radiation and MM5 revised surface-layer scheme. This figure is based on the full simulation (in-307

cluding spin-up time) and is intended to give a general impression of the model performance and308

to provide guidance during the discussion of the results. Therefore, only some salient features will309

be noted here. Note that comparison with Figure 3 is not straightforward, because (1) Figures 3C310

and D are based on interpolation of radiosoundings which have a much coarser temporal resolution311

and (2) due to the smoothing of orographic features, the ‘surface’ in the model may be displaced312

from the actual surface where the radiosoundings were launched and where the SODAR was in-313

stalled. In the following sections we will use vertical profiles and time series of relevant variables314

to evaluate the model simulations in more detail and we will focus mainly on 19 February 1200315

UTC and 20 February 0600 UTC, which was well after the start of the simulation. All results316

shown are taken from the appropriate grid points in domain D04.317

The general wind pattern is well captured by the model (Figures 5A and B), but a closer look318

reveals some differences between the model results and the observations. Between 1200 and 1800319

UTC (during spin-up), the modelled wind direction is biased to the east, and on 20 February the320

north-northeast component is delayed with respect to the observations. Modelled wind speeds are321

overestimated on 19 February and do not decrease until 0300 UTC, whereas the observed wind322

speed decreases already around sunset.323

WRF reproduces the effects of advection and subsidence to some extent (Figure 5C). E.g. the324

288 K isentrope lowers to ∼1000 m during the simulation, corresponding to the observations.325
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However, the observed warming and drying aloft is much stronger than in the model simulations.326

The effects of this model deficiency on boundary-layer development will be explored in more327

detail in Section 4b.328

b. Evaluation of reference schemes329

To understand the model behavior, we first analyze the wind and thermodynamic profiles (Fig-330

ure 6). We present the profiles at 1200 UTC 19 February and 0600 UTC 20 February to evalu-331

ate both the well-mixed daytime boundary-layer and the early-morning SBL. Thereafter, we will332

present the temporal evolution of the modelled radiation and energy balance and relate them to333

characteristics of the profiles. Reference height for all profiles is the local terrain elevation, which334

is different for the model and the observations. Where appropriate, we will note the influence of335

this difference.336

At 1200 UTC the PBL extends to a height of ∼1400 m (Figure 6A), where a strong capping337

inversion is apparent in the observations. The model fails to reproduce this strong capping in-338

version, but the PBL height is clearly underestimated and the capping inversion is smoothed (the339

difference in local terrain elevation at the launch site of the balloon and at the location where the340

PBL top is encountered, is about 40 m. The balloon has not left the Cadarache valley at this point).341

The configuration with Noah+ACM2 performs better than the other configurations on this aspect.342

Moreover, we find that the modelled mixed layer is 2–3◦C too cold and at least 1 g kg−1 too moist343

(Figure 6C). While the fact that WRF is unable to reproduce the strong inversion might be related344

to the limited number of vertical levels, we did not see considerable improvement upon addition of345

extra layers. The biases in temperature and moisture suggest that H (LvE) is too small (large, see346

Section 4.c.3) and/or entrainment at the PBL top is underestimated. Both are intimately connected347

with the underestimated PBL height (Van Heerwaarden et al. 2009).348
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Before, we noted that heating and drying of the upper air due to a combination of advection and349

subsidence was underestimated by WRF. To understand the impact of this bias, we employed a350

simple bulk model for mixed-layer development. A smaller initial temperature and moisture jump351

at the PBL top (coherent with underestimated advection/subsidence) results in a deeper and colder352

mixed-layer. Thus, the WRF model bias in PBL height could not be attributed to underestimated353

advection and subsidence, but the cold bias could. However, the cold bias was found for numerous354

IOPs, also when advection and subsidence were absent in the observations. Possible sources of355

model deficiencies that remain are heat partitioning at the surface and entrainment at the PBL top.356

With the TD-scheme, skin temperature Ts is highly underestimated and the cold and moist biases357

in the PBL are larger than in the Noah scheme. The observed wind profile (Figure 6E) shows a358

strong shear layer at the PBL top, a jet with a wind speed of 6 m s−1 just below and another jet359

with a wind speed of 8 m s−1 at 500 m. The model fails to reproduce the jet at 500 m, but simulates360

one less distinct wind speed maximum ∼1200 m.361

At 0600 UTC, observations reveal several layers. Between the surface and 200 m, a strong362

temperature stratification is present (Figure 6B). Between 200 and 450 m, the stratification is363

nearly neutral and between 450 and 600 m we find another strong inversion. This pattern of neutral364

and stable stratification repeats itself once more. The model simulations show a similar layering365

for all configurations, but temperatures throughout the vertical profile are higher than observed and366

the height and depth of these layers are not correct. The modeled near-surface cooling is confined367

to a much too shallow layer (about 50 m), the most likely explanation for this discrepancy is the368

accumulation of cold air in the Cadarache valley that is unresolved in WRF. We note that there369

is a large gradient between Ts and the temperature of the lowest model level. In Section 4c we370

will investigate the role of the surface-layer scheme in this apparent lack of surface-atmosphere371

coupling.372
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Observed humidity shows a maximum at 200 m (Figure 6D). We recall from Figure 3D that q in-373

creased during daytime over the PBL extent due to evapotranspiration. The peak value of 4 g kg−1
374

in the 0600 UTC sounding reflects the late-afternoon moisture content of the PBL (Figure 6D). We375

infer that dew formation is responsible for the drying in the lower 200 m, while advection explains376

the drying above 200 m. Different model configurations are consistent, only the simulation with377

Noah and QNSE is approximately 3◦C colder and 0.5 g kg−1 drier near the surface than the other378

configurations and seems to produce some dew formation. In the next section, we will link this to379

earlier decoupling of the lower atmosphere in this configuration.380

The observed wind profile (Figure 6F) shows a small maximum near the surface, related to a381

drainage flow in the Cadarache Valley, and another jet of about 4 m s−1 in the stratified layer382

around 500 m. Some of the model runs produce jets at different altitudes and all runs agree on383

what seems to be the same jet that was simulated at 1200 UTC around 1200 m.384

Overall, the simulation of the instantaneous wind profile is not very accurate. Shin and Hong385

(2011) also found that WRF had difficulties simulating a near-surface wind maximum and noc-386

turnal decoupling. Noting that the wind profile is closely related to the stratification, we presume387

that the model representation of thermodynamic profiles must be improved in order to reproduce388

the observed wind profile. Therefore, we will focus on the PBL growth, DTR and strength of the389

capping inversion in the remainder of this study.390

The DTR at 110 m amounts to 12◦C in the observations and only 7◦C in the model simulations391

(Figure 7A). The DTR bias at 2 m is even larger (8◦C), probably due to the effect of unresolved392

orography. There is little difference between the land-surface and PBL parameterizations. Under-393

estimation of the DTR was found for many KASCADE IOPs and is a general problem in many394

atmospheric model (Lindvall and Svensson 2015).395
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The surface net radiative cooling amounts to 60 W m−2 in the observations, which is quite high396

and favourable for SBL development (Figure 7B). During the day, we find a negative bias in the397

longwave incoming radiation at the surface, LW↓, of about 20 W m−2. Similar biases have pre-398

viously been reported in Van der Velde et al. (2010), Sterk et al. (2013), Kleczek et al. (2014),399

and Svensson and Lindvall (2015) and occured consistently in all model simulations for the KAS-400

CADE campaign. Also the upward flux LW↑ is underestimated as a result of the underestimated401

Ts, while SW↑ was well represented. We note that some clouds have been observed in the begin-402

ning of IOP15 , but the model has not had much spin-up time at this point and therefore we will403

not discuss this aspect.404

On 19 February 1200 UTC we find a cold Ts bias of 10◦C (not shown). At night this bias405

decreases and at 20 February 0600 UTC, underestimation of Ts is only 0–2◦C with better perfor-406

mance of the TD land-surface scheme.407

The 10 m wind speed is highly overestimated (Figure 7C). As a reference, we also plotted the408

observations at 110 m. This illustrates that the model does capture the general evolution of the409

wind speed, which leads us to the conclusion that 10 m winds are overestimated in the model410

due to a lack of frictional drag near the surface. After sunset at 19 February, the wind speed at411

110 m in the observations drops quickly, while the modelled wind at 110 m (not shown) remains412

strong (∼10 m s−1) until about 0300 UTC (in accordance with Figure 5). We attribute this drop in413

wind speed to the decay of turbulence and downward momentum transport. The friction velocity414

u∗ follows the wind pattern (Figure 7D). In turn, u∗ is used to estimate the surface exchange415

coefficients and thus we find the same errors propagating to H and LvE (Figures 7E and F), with416

excessive mixing at noon and continuing after sunset until about 0300 UTC. Concerning these417

heat fluxes, Noah predicts higher H while TD forecasts much higher LvE. LvE is overestimated418

in both schemes, which could explain why the profile in Figure 6C is too moist and also why419
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this bias was larger with TD. Inspection of the Bowen ratio, B(= H/LvE) reveals that at midday,420

Noah (B = 1.7) corresponds better to the observations (B = 2.8) than TD (B = 0.5). These values421

are averages over all PBL schemes. Overestimation of LvE was found for all KASCADE model422

simulations. We will investigate the influence of the soil moisture content on flux partitioning and423

dew formation in Section 4c3.424

c. Modifications to the physics formulations425

We found that the model produces a too wet and too shallow PBL, a too small DTR, a bias in426

longwave radiation and an overestimation of the wind and turbulent mixing. We found marginal427

differences between the model results from the various PBL parameterizations. With respect to the428

land-surface parameterization, simulations with the Noah scheme seem more realistic than with the429

TD scheme, mainly due to excessive evapotranspiration of the latter. Also Jin et al. (2010) found430

that simulation of most atmospheric variables improved with the complexity of the land-surface431

model. Hence we decide to continue our research only with Noah+YSU, which is a commonly432

used configuration in modelling studies (e.g. LeMone et al. 2010; Ruiz et al. 2010; Steeneveld433

et al. 2011; Carvalho et al. 2012; Warrach-Sagi et al. 2013). We will perform sensitivity tests434

regarding surface coupling and radiation schemes and we will investigate the influence of initial435

soil moisture.436

1) SENSITIVITY TO LAND-ATMOSPHERE COUPLING WITHIN THE SURFACE-LAYER SCHEME437

Previous studies (e.g. Chen et al. 1997, 2010; Tastula et al. 2015) have emphasized the role of438

surface-layer coupling in land-atmosphere models. The choice for z0,h, representing the roughness439

length for heat, is of critical importance.440
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H depends on the difference between the surface Ts and the atmospheric temperature Ta and on441

the aerodynamic resistance rH :442

H =
ρcp(Ts−Ta)

rH
, (6)

where ρ represents the density and cp the specific heat capacity of air. rH is usually calculated443

with the logarithmic wind profile and a correction for non-neutral conditions, based on similarity444

theory:445

rH =
1

κu∗

[
ln(

ze f f

z0
)−Ψh(

ze f f

L
)

]
, (7)

where ze f f is the chosen height (usually the first model level), κ is the Von Karman constant446

(0.4) and L is the Obukhov length. z0 is the roughness length for momentum and is interpreted447

as the level at which the wind speed vanishes. However, there is an additional resistance for448

heat transport, that originates from the consideration that heat transfer between the surface and z0449

must be governed by molecular diffusion, which is a much less efficient process than turbulent450

transport. Note that in this so-called viscous sublayer, momentum transport can occur through451

pressure perturbations but heat transport cannot. Therefore, an additional resistance is added in452

Equation (7):453

rH =
1

κu∗

[
ln(

ze f f

z0
)−Ψh(

ze f f

L
)+ ln(

z0

z0h
)

]
. (8)

If z0h = z0, molecular diffusion is effective up to z0 and there is no extra resistance. If z0h < z0, there454

is a large extra resistance because neither turbulence nor molecular diffusion is effective in the455

layer between z0 and z0h. Numerous proposed parameterizations relate z0h to flow characteristics456

(Chen et al. 1997) or canopy height (Chen and Zhang 2009, available option in WRF 3.5.1). A457

commonly used formulation is that of Zilitinkevich (1995):458

z0

z0h
= exp(κCzilRe0.5

∗ ) , (9)
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where Re∗ is the roughness Reynolds number and Czil is an empirical coefficient. Trier et al. (2011)459

used typical values of the Zilitinkevich coefficient between 0.01 (large z0h, strong coupling) and 1.0460

(small z0h, weak coupling). Yang et al. (2008), hereafter Y08, proposed an alternative formulation,461

which in their case resulted in better representation of Ts, H and LvE:462

z0h =
70ν

u∗
exp(−7.2u0.5

∗ |T∗|0.25) , (10)

where ν is the molecular viscosity of air and T∗ is a dimensionless temperature scale, i.e.463

−w′T ′/u∗.464

We explore the sensitivity of WRF to the surface coupling strength by using 0.01 <Czil < 1.0.465

Also, we run a simulation with canopy dependent formulation (Chen et al. 1997) and we test466

the formulation of Y08. Finally, we run the model with a revised surface-layer (referred to as467

sfclay rev in Table 3) formulation. The modifications in this last scheme, explained in Jiménez468

et al. (2012), make artificially enforced limitations unnecessary (e.g., in the previous formulation469

u∗ was limited to 0.1 m s−1) and should improve the similarity functions.470

We evaluate the variables that we find most suitable to illustrate the model’s behavior (Table 3).471

Following Taylor (2001), we assess the root mean square difference split up in a centered part472

and a mean overall bias, and the correlation coefficient and normalized variance. Variance can be473

interpreted as a measure for the amplitude of the diurnal cycle in this case. The results with the474

canopy-dependent Czil (not shown) were similar to strong coupling (Czil = 0.01).475

We find that strong surface coupling (low Czil) improves wind and temperature profiles, but at476

the cost of Ts (through LW↑) and H and LvE. For example, the peak of H at noon is 190 W m−2 in477

the strong coupling run versus 145 W m−2 in the observations (not shown); in the weak coupling,478

it is only 75 W m−2. In the strong coupling run, we find stronger dew formation at night. This479

is an encouraging result and we will see shortly that it also improves the simulation of the early480
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morning moisture profile. Y08 better represents H but some correlation, especially with the wind481

pattern is lost (Table 3). Hence, we do not consider this scheme as a general improvement to the482

model performance. Finally, we find that the revised scheme (sfclay rev in Table 3) differs only483

slightly from the original scheme, but as its physical basis is more complete, we decide to retain484

this setting in all following simulations.485

The difference in temperature at 1200 UTC between the extremes of Czil is approximately 1◦C486

(Figure 8), while humidity varies by about 0.5 g kg−1. The stronger coupling only marginally487

affects the model results at that time. At night, the profile is slightly colder with stronger coupling,488

but most striking is the improved resemblance of the humidity profile at 0600 UTC. We now489

recognize the q maximum in the measurements, directly linked to higher dew formation at night490

(not shown). The peak value of almost 4.5 g kg−1 again resembles the humidity of the mixed layer491

at 1800 UTC. As LvE is also amplified by the stronger coupling, this value is now too high.492

Stronger surface coupling thus results in larger heat fluxes during the day. This improves the493

simulation of wind and temperature profiles, but deteriorates the representation of H, LvE and Ts.494

It enhances dew formation, but also increases the overall bias in q. Overall, surface coupling alone495

cannot explain all biases that we found in the model. Our results are consistent with Shin and496

Hong (2011), who found that the influence of the surface-layer parameterization in WRF is most497

pronounced in the representation of surface variables.498

2) SENSITIVITY TO THE SELECTED RADIATION SCHEME499

We found a strong bias in the modelled surface longwave radiation fluxes. Previous studies500

indicated that the radiation scheme can have a significant influence on the model results (Iacono501

and Nehrkorn 2010; Seefeldt et al. 2012; Karlickỳ 2013). To assess the influence of the radia-502

tion scheme on our simulation, we test 3 alternative radiation configurations: Goddard shortwave503
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(Chou and Suarez 1994) and RRTM longwave, CAM (Collins et al. 2004) shortwave and long-504

wave, and RRMTG (Iacono et al. 2008) shortwave and longwave (Figure 9).505

It appears that in the configuration with CAM radiation, the clouds that were observed early506

in IOP15 are simulated, while the other configurations fail to reproduce these clouds. However,507

the LW↓ bias in the CAM simulation is larger than in the other schemes. The configuration with508

RRTMG slightly improves the overall bias in LW↓ (-16 versus -18 W m−2 in the reference run).509

However, the maximum difference is still 20 W m−2. Overall, longwave radiation components510

and T110 improve slightly for the configurations with Goddard and with RRMTG, but this does not511

improve the representation of the other variables and the bias in most variables becomes larger.512

We conclude we cannot improve the overall model performance by changing the radiation param-513

eterization. However, using RRTMG gives a slightly better representation of longwave radiation,514

so we decide to stick with this scheme for the final simulations.515

3) INFLUENCE OF SOIL MOISTURE516

Earlier we found that modeled evaporation is too high and the vertical humidity profile is too517

moist. A possible cause could be soil moisture values that are too high in the initial conditions518

that we used. Soils are generally dry in the study area, hence it would not be surprising if soil519

moisture is too high in the initial conditions. Indeed, the ECMWF operational analysis was found520

to generally overestimate soil moisture values, especially in dry areas (Albergel et al. 2012). 22 of521

the in situ measurement sites used in their study are in southern France (9 in the southeast). The522

important role of soil moisture in mesoscale modelling was recently emphasized in Angevine et al.523

(2014). Both LvE and soil heat conductivity depend on soil moisture. Lower soil moisture would524

result in a lower soil conductivity, lower LvE and thus higher Ts and a larger H. In turn, a larger525

H would result in more PBL growth and a warmer mixed layer (Van Heerwaarden et al. 2009). To526
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assess the influence of the initial soil moisture fields on our simulation, we manually reduced the527

soil moisture field in the surroundings of Cadarache by multiplying with a factor 0.5.528

Figures 10E and F show that the reduction of soil moisture has a large influence on the par-529

titioning of the heat fluxes. LvE is now underestimated by more than 20 W m−2, while H is530

overestimated by 120 W m−2. The larger H results in a slightly higher PBL. The PBL is ∼0.2 g531

kg−1 drier at noon, but at night there is little difference. Dew formation is not enhanced, like it532

was in the run with stronger coupling. While the temperature profile and DTR improved by ∼1533

◦C, the wind at 10 and 110 m is not much influenced by the soil moisture change, and Ts at noon534

is even slightly overestimated (not shown).535

d. Final remarks536

Our soil moisture experiment demonstrates that the model results are quite sensitive to the repre-537

sentation of soil moisture in the initial conditions, which is in agreement with earlier findings (e.g.538

Chow et al. 2006). This might also explain the differences we found between the Noah and TD539

schemes. To further investigate this aspect, observations of soil moisture should be used to verify540

and, if necessary, adjust the quality of the initial conditions. In a modelling study concerning the541

afternoon transition (related to BLLAST), Lothon et al. (2014) found that the spatial representa-542

tion of soil moisture can be improved by performing a WRF ‘spin-up’ simulation of one month,543

and using the resulting soil moisture fields as initial conditions for the final WRF simulations. It544

would be interesting to perform a similar study for the Cadarache.545

The combined effect of advection and subsidence resulted in a strong temperature inversion that546

was not accurately simulated by the model. The synoptic situation, however, was quite well repre-547

sented in WRF and closer inspection of the vertical profiles revealed that the effects of advection548

and subsidence were present in the simulation as well, though less pronounced and delayed with549
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respect to the observations. The inability of WRF to simulate the strong inversion may have to550

do with our choice of vertical levels. We have performed additional simulations with an increased551

vertical grid spacing with up to 51 levels, but this did not improve our results. Billings et al.552

(2006) used 100 levels in a similar sensitivity experiment and came to the same conclusion. Other553

mesoscale modelling studies used even finer vertical grids (e.g. Cuxart et al. 2007). This might be554

useful for studies aimed at understanding the flow characteristics, but the high computational cost555

makes it unsuitable for operational use.556

In our experiments with respect to surface coupling and soil moisture, we have shown that557

increased surface heat fluxes can improve the boundary layer temperature and moisture profiles.558

To achieve a perfect correspondence between the model and the observations, however, the fluxes559

need to be much higher. Even if one takes a large measurement uncertainty and the effects of560

unresolved orography into account, this cannot be justified by the observations. Therefore, we561

suspect that underestimation of entrainment plays an important role as well.562

While we focused on DTR, PBL height and flux partitioning at the surface, we have dedicated563

few words to the vertical representation of the wind in the Durance valley. Unfortunately, we have564

not found any improvement in the simulation of the low-level jets that were observed around 500565

m in this study. We further studied the typical Durance down-valley wind and its representation566

in WRF, and it turns out that in general, the model simulations correspond quite well to the mea-567

surements. A detailed treatment of this subject, however, is outside the scope of this paper and568

further information can be found in Duine (2015). This document also describes the model results569

for other IOPs, where we found similar biases in DTR, longwave radiation and flux partitioning at570

the surface.571

26



5. Summary and conclusions572

SBL formation in complex terrain is both difficult to understand and to represent in atmospheric573

models. Channeled winds, cold-pool formation, elevated valley inversions, katabatic winds and574

flow decoupling are only a few of the phenomena that characterize the complex atmospheric be-575

havior imposed by these conditions. At the same time, stratified conditions form the largest threat576

in case of incidental release of pollutants, because dispersion is limited by the stable stratification.577

To evaluate the capability of the WRF model to represent these challenging conditions, we578

studied the evolution of the boundary layer in an area of complex terrain in southeast France: a579

dry area characterized by a large DTR where stable conditions occur frequently. For validation we580

used the KASCADE dataset, which was obtained in 2013 to facilitate impact studies.581

In all simulations, the model highly underestimates the DTR and longwave radiation compo-582

nents. Generally, the latent heat flux is positively biased, resulting in too moist boundary layers.583

An illustrative case was subjected to an in-depth analysis. For this case, advection was underesti-584

mated by the model, and the convective boundary layer was too shallow. The bias in the incoming585

longwave radiation was as large as -18.5 W m−2, consistent with earlier research. We found only586

a small sensitivity to the selected PBL parameterization and radiation. The Noah land surface587

scheme simulated Ts better than the MM5 5-layer thermal diffusion (TD) scheme. With both588

schemes, evaporation is overestimated, but to a much larger extent in the TD scheme.589

Focusing on a commonly used configuration in WRF, Noah+YSU, we explored the sensitivity to590

the strength of atmosphere-surface coupling by varying the Zilitikevich parameter Czil for z0h/z0m.591

Only with very strong coupling (Czil = 0.01) did we find more realistic dew formation at night.592

Also, the shape of the temperature profile improved with stronger coupling at daytime, with a593

higher mixed layer and a stronger inversion, although this was only a minor improvement with594
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respect to the original simulation. At the same time, sensible and latent heat fluxes were even595

more overestimated, at the cost of the diurnal range of Ts. Finally, a reduced soil moisture content596

resulted in a higher mixed layer, a stronger capping inversion and a slightly drier vertical moisture597

profile. Even though the PBL was still too shallow and 1 g kg−1 too moist and the bias in the598

sensible heat flux increased substantially (135 W m−2 larger than observed), these results confirm599

that initial soil moisture fields have an important influence on the model results and should be600

verified during the configuration of the WRF model.601

Future studies will use the current model results to study the local flow patterns such as the Du-602

rance down-valley wind, taking into consideration the model deficiencies that we identified in this603

study. Such studies would largely contribute to the understanding of valley winds, cold pooling,604

and boundary-layer evolution over complex terrain in general and specifically to the understanding605

of the complex atmospheric behavior in the Durance valley. Researchers planning to perform a606

similar study can benefit from our findings.607
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TABLE 1. General settings for all model runs

Model version WRF 3.5.1

Start date 1200 UTC 18 February

End date 1200 UTC 20 February

Time step 120 seconds

Domains configuration 4 domains (Figure 1)

Parent-child ratio 1 : 3

Nesting Two-way nested

Grid size inner domain 1 x 1 km

Vertical (eta) levels 35 levels

Land use cover Corine (2006)

Global data input ECMWF analysis 0.25◦

Microphysics WSM 6-class (Hong and Lim 2006)

Longwave radiation RRTM (Mlawer et al. 1997)

Shortwave radiation Dudhia (Dudhia 1989)

Cumulus scheme Kain-Fritsch (Kain 2004)

Land surface Varied

Boundary layer Varied
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TABLE 2. Overview of performed model simulations

Run # Surface scheme Boundary layer

Run 1 Noah YSU

Run 2 Noah MYJ

Run 3 Noah QNSE

Run 4 Noah MYNN2.5

Run 5 Noah ACM2

Run 6 TD YSU

Run 7 TD MYJ

Run 8 TD QNSE

Run 9 TD MYNN2.5

Run 10 TD ACM2
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TABLE 3. Results of surface layer parameterization experiments. Normalized variance is variance of simulated

variable divided by the variance of the observations. Bold numbers indicate best scores.

829

830

Default Czil 0.01 Czil 1.0 sfclay rev Y08

Centered root mean square difference

T2 ( ◦C) 2.48 2.36 3.09 2.68 2.64

T110 (◦C) 2.24 2.14 2.56 2.38 2.38

U10 (ms−1) 0.94 0.85 1.55 0.96 1.07

U110 (ms−1) 2.59 2.25 2.76 2.72 2.69

LW↓(Wm−2) 19.87 20.01 20.07 20.37 20.44

LW↑ (Wm−2) 12.14 16.48 16.82 12.09 12.13

H (Wm−2) 26.90 33.87 19.51 28.09 30.33

LvE (Wm−2) 18.71 39.87 6.95 18.61 18.05

u* (ms−1) 0.13 0.12 0.18 0.15 0.17

Mean overall bias

T2 (◦C) 1.30 1.01 1.89 1.55 1.64

T110 (◦C) -0.50 -0.91 -0.27 -0.32 -0.36

U10 (ms−1) 1.18 1.15 1.64 1.29 1.40

U110 (ms−1) 1.45 1.16 1.60 1.51 1.49

LW↓ (Wm−2) -19.35 -20.00 -18.76 -18.47 -18.29

LW↑(Wm−2) -18.19 -25.56 -1.06 -18.66 -17.40

H (Wm−2) 7.08 9.58 -12.10 6.80 3.41

LvE (Wm−2) 10.99 23.99 0.83 11.74 12.68

u* (ms−1) 0.12 0.09 0.18 0.11 0.13
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Correlation coefficient [-]

T2 0.97 0.92 0.96 0.96 0.96

T110 0.96 0.95 0.94 0.95 0.95

U10 0.68 0.75 0.42 0.63 0.55

U110 0.60 0.61 0.57 0.58 0.57

LW↓ 0.83 0.80 0.91 0.82 0.82

LW↑ 0.95 0.96 0.96 0.95 0.95

H 0.95 0.93 0.93 0.94 0.93

LvE 0.92 0.91 0.92 0.92 0.92

u* 0.77 0.74 0.42 0.72 0.66

Normalized variance [-]

T2 0.56 0.67 0.44 0.53 0.53

T110 0.48 0.52 0.41 0.45 0.45

LW↓ 0.29 0.30 0.24 0.27 0.26

LW↑ 0.81 0.60 1.32 0.81 0.81
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FIG. 1. A: The Durance valley area with important orographic features and its location in southeastern France.

B: Zoom of the Caradache area (green rectangle in A), with measurement locations. VER is La Verrerie (295

m asl), the location of the SODAR and meteostation, GBA is the Grande Bastide (265 m asl) where the 110 m

mast is installed and M30 is the location of the 30 flux-tower (286 m asl) and the launch site for radiosoundings

and tethered balloon. C: Cross-section of the Durance valley elevation at the location of the dashed line in (A).

The WRF elevation is plotted in this figure as well. D: Cross-section of the Cadarache valley elevation at the

location of the dashed line in (B). This valley is not resolved in WRF at 1 km grid spacing.
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FIG. 2. Operational analysis at (A) 18 February 1200 UTC and (B) 19 February 1200 UTC. Cadarache is

indicated with a ‘C’. Source: KNMI.
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FIG. 3. Observed evolution of A) wind direction and B) wind speed, measured by the SODAR, and C)

potential temperature (K) and D) mixing ratio (g kg−1) during IOP15 and IOP16. The vertical lines in the lower

two plots indicate radiosoundings between which the variables are interpolated. Note that sounding data after

0600 UTC 20 February is lacking. In A) and B), the orange vertical lines represent the times of sunset and

sunrise. Note that the color scale is not cyclic, so the strong gradient around the north component is somewhat

misleading.
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FIG. 4. WRF domain configuration. The bounds of the outer domain coincide with the border of the figure.

The most important orographic features are indicated with text. Grid spacing from outer (D01) to inner (D04)

domain is 27, 9, 3 and 1 km.
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FIG. 5. Same as Figure 3, for model output from run with revised surface layer scheme and RRTMG radiation.

Note that in C) and D), the time axes are extended until 1200 UTC.
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FIG. 6. Observed and modelled profiles of A) potential temperature at 1200 UTC 19 February and B) at 0600

UTC 20 February, mixing ratio (C and D) and wind speed (E and F) at the same times. Simulated Ts is indicated

in A) and B). Diamonds in C) indicate WRF vertical levels. Note that the axes are different at 1200 and 0600

UTC.
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FIG. 7. Modelled and measured evolution of A) 110 m temperature, B) longwave radiation components, C)

10 m wind, D) friction velocity, E) sensible heat flux and F) latent heat flux. Legend same as in Figure 6. All

observations are from M30 site, except for wind which is from GBA (110 m) and VER (10 m).
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FIG. 8. Same as Figures 6A-D for reference, strong and weak surface coupling
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FIG. 9. Modelled (three radiation schemes) and observed longwave radiation components. Reference is

Noah+YSU with revised surface layer scheme (sfclay rev).
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FIG. 10. A-D same as Figures 6A-D; E and F same as Figures 7E and F, for reduced soil moisture. Reference

refers to the original reference run but with revised surface layer scheme (sfclay rev) and RRTMG radiation.
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