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Abstract We evaluated the performance of the three-dimensional Weather Research and
Forecasting (WRF) mesoscale model, specifically the performance of the planetary boundary-
layer (PBL) parametrizations. For this purpose, Cabauw tower observations were used,
with the study extending beyond the third GEWEX Atmospheric Boundary-Layer Study
(GABLS3) one-dimensional model intercomparison. The WRF model (version 3.4.1) con-
tains 12 different PBL parametrizations, most of which have been only partially evaluated.
The GABLS3 case offers a clear opportunity to evaluate model performance, focusing on
time series of near-surface weather variables, radiation and surface flux budgets, vertical
structure and the nighttime inertial oscillation. The model results revealed substantial dif-
ferences between the PBL schemes. Generally, non-local schemes tend to produce higher
temperatures and higher wind speeds than local schemes, in particular, for nighttime. The
WRF model underestimates the 2-m temperature during daytime (about 2 K) and substantially
underestimates it at night (about 4 K), in contrast to the previous studies where modelled 2-m
temperature was overestimated. Considering the 10-m wind speed, during the night turbulent
kinetic energy based schemes tend to produce lower wind speeds than other schemes. In all
simulations the sensible and latent heat fluxes were well reproduced. For the net radiation and
the soil heat flux we found good agreement with daytime observations but underestimations
at night. Concerning the vertical profiles, the selected non-local PBL schemes underesti-
mate the PBL depth and the low-level jet altitude at night by about 50 m, although with
the correct wind speed. The latter contradicts most previous studies and can be attributed
to the revised stability function in the Yonsei University PBL scheme. The local, turbulent
kinetic energy based PBL schemes estimated the low-level jet altitude and strength more
accurately. Compared to the observations, all model simulations show a similar structure for
the potential temperature, with a consistent cold bias (≈2 K) in the upper PBL. In addition
to the sensitivity to the PBL schemes, we studied the sensitivity to technical features such
as horizontal resolution and domain size. We found a substantial difference in the model
performance for a range of 12, 18 and 24 h spin-up times, longer spin-up time decreased the
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modelled wind speed bias, but it strengthened the negative temperature bias. The sensitivity
of the model to the vertical resolution of the input and boundary conditions on the model
performance is confirmed, and its influence appeared most significant for the non-local PBL
parametrizations.

Keywords GABLS3 · Non-local schemes · Parametrizations · Spin-up time · Stable
boundary layer · WRF model

1 Introduction

Despite many research efforts, the stable stratified atmospheric boundary layer (SBL),
remains still a challenge for numerical weather prediction (NWP) and climate models (Holt-
slag 2006; Teixeira et al. 2008; Atlaskin and Vihma 2012; Holtslag et al. 2013). Depending
on the stability, we may distinguish different SBL regimes that vary from weak to very stable
conditions, as discussed by Mahrt (1999), Grachev et al. (2005), Banta (2008) among others.
A significant factor that makes the SBL a difficult subject of investigation is the variety of
processes and scales that play an important role in boundary-layer development, in partic-
ular turbulent mixing (Nieuwstadt 1984), radiative cooling (Savijärvi 2006), the low-level
jet (LLJ) (Van de Wiel et al. 2010), the interaction with the land surface (Sterk et al. 2013),
(orographically induced) gravity waves (Chimonas and Nappo 1989) and fog (Van der Velde
et al. 2010). In the case of weak winds, turbulence cannot be maintained and the role of
the other previously mentioned small-scale process becomes more important for SBL devel-
opment. Another difficulty in NWP and climate models is the correct representation of the
evening transition (Lothon and Lenschow 2010).

NWP and climate models are continuously developed, however, the multiplicity of
processes during the diurnal cycle hampers parametrization development (LeMone et al.
2012). Currently there are many different boundary-layer parametrization schemes avail-
able. Unfortunately, many of these were designed to perform well during specific weather
conditions, and not all of the parametrizations have been evaluated thoroughly. Thus such
an evaluation is crucial for development of the scientific research agenda and for researchers
and operational forecasters interested in weather prediction, transportation, agriculture, wind
energy, air quality and climate modelling.

To improve the understanding and representation of the PBL in climate and NWP models,
the Global Energy and Water Cycle Experiment (GEWEX) Atmospheric Boundary Layer
Study (GABLS) has been performed (see Holtslag 2006; Holtslag et al. 2013. The third case
study (GABLS3) focuses on the full diurnal cycle, interactions with the land surface and the
LLJ. For the GABLS3 study, results from a single-column model (SCM) were compared to
observations from the Cabauw tower (Bosveld et al. 2014a). Those results revealed the sen-
sitivity of models to different boundary-layer parametrizations or land-use schemes (coupled
to the surface). From the previous GABLS experiments it has been learnt that operational
models tend to have too strong mixing at night, which leads to a boundary layer that is too
deep and winds at 10 m that are too strong. The GABLS3 case study highlighted the problem
of underestimating 2-m temperatures at night, while other studies reported overestimation
(e.g. Svensson et al. 2011; Shin and Hong 2011).

The current study extends the previous GABLS3 research and focuses on the evaluation
of a three-dimensional (3D) mesoscale model for the GABLS3 case as a complementary
effort to the SCM experiment. Three-dimensional modelling represents also the large-scale
processes and is in that respect more realistic than 1D modelling, as well as closer to the
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operational forecasting practice. It allows for less academic cases, fully coupled to other
processes. A 3D simulation gives the possibility to analyze mesoscale circulations that are
lacking in a SCM analysis. Furthermore, it provides a 3D representation of spatially driven
processes that are relevant to the GABLS3 case, which may provide additional insights.

Section 2 presents the model set-up and case description, and in Sect. 3 we evaluate the
WRF model simulations using different PBL schemes of different complexity. Section 4
provides the results of the performed sensitivity analyses, and the final section summarizes
and presents conclusions of the results from this study.

2 Case Description and Model Set-Up

2.1 Case Description

The case study covers the period from 1200 UTC 1 July to 1200 UTC 2 July 2006. It is
centred at the Cabauw Experimental Site for Atmospheric Research (CESAR) located in
the western part of the Netherlands (51.971◦N, 4.927◦E; surface elevation approximately
−0.7 m). This area is relatively flat with little surface elevation variation (<1 m), with the
surrounding environment dominated by grassland, fields, tree lines and scattered villages.
The CESAR measurements include profiles of wind speed, wind direction, temperature and
humidity at 10, 20, 40, 80, 140 and 200 m height. The energy budget components, the surface
radiation, as well as soil thermal and water conditions are continuously monitored. Further
description of the Cabauw tower, installed instruments and data calculation can be found in
Van Ulden and Wieringa (1996), Beljaars and Bosveld (1997). Vertical profiles are available
from soundings released twice a day (noon and midnight) at the KNMI weather station in
De Bilt (The Netherlands, 52.1◦N, 5.183◦E; surface elevation approximately 1.9 m), located
25 km north-east of Cabauw. One must be aware that especially in the lowest part of the
sounding this horizontal distance may provide differences with the actual profile at Cabauw.

The case selection was based on factors such as a clear sky, and absence of fog to limit the
study case complexity. Another important aspect was availability of the observational data
to validate the model. Additionally, a geostrophic wind forcing around 7 m s−1 (Baas et al.
2009) and expected moderate LLJ generated by inertial oscillations limited the possible case
selection. Eventually, this specific case was selected because it was one of the few times in
a 6-year period that was suitable for the GABLS3 experiment (Baas et al. 2010; Bosveld et
al. 2014b).

Concerning the synoptic development, the period was characterized by a relatively sta-
tionary synoptic situation. There were no passing weather fronts over the Netherlands, an
anticyclone was stationary over the north-east of Europe. At the start of the simulation period
(1200 UTC) an air mass with relatively dry air was observed passing over the site. Between
0000 UTC and 0300 UTC that night, a relatively small synoptic disturbance was advected
over the site causing relatively small variations in temperature, humidity and wind (Fig. 1).

Both satellite observations and surface radiation measurements indicated cloud-free con-
ditions for the investigated period, and during the afternoon of 1 July a well-mixed convective
boundary layer had developed. Based on LD40 ceilometer observations, the PBL depth was
almost 2 km, which is unusually high for Cabauw. This was probably related to the relatively
small amount of rainfall during the previous month (drier soil, increased sensible heat flux).

The time series of the basic meteorological parameters are presented in Fig. 1. Around
1600 UTC, the 2-m air temperature reaches its maximum of 27 ◦C (300 K), while rapid
cooling is already observed before sunset near the surface (related to the strong surface
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a b

c d

Fig. 1 Observed wind direction (a), wind speed (b), potential temperature (c) and dewpoint temperature (d)
at 200, 140, 80, 20, 10 and 2 m at the Cabauw tower site for the case period, figure from Bosveld et al. (2014b)

evaporation). The potential temperature difference between the 2 and 200 m level increased
up to 9 K through the night. The rapid decay of turbulence in the former mixed layer initiates
a clear inertial oscillation in the wind. The LLJ reaches its maximum strength shortly before
midnight with a 12 m s−1 wind speed. The height of the wind maximum is located around
200 m above the ground, which is confirmed by observations from different sources (e.g.
wind profiler). On 2 July until 1000 UTC, the convective boundary layer grows gradually
until it reaches the capping inversion at a similar level as the previous day.

2.2 Model Set-Up

In our study, we used the Advanced Research Weather forecasting model (WRF) version 3.4.1
(Skamarock and Klemp 2008), and configured with three nested domains with a grid size of
27, 9 and 3 km (Fig. 2). All model domains were centered at the Cabauw tower and have
61×61 horizontal grid points to ensure high resolution. We used 34 terrain-following (eta)
levels in the vertical with more points focused in the lowest part of the PBL (15 levels in the
lowest 1,000 m) to increase the vertical resolution of the SBL. The first model level was set at
about 9 m. For the initial and boundary conditions, we used the European Centre for Medium-
Range Weather Forecasts (ECMWF) operational analysis with 91 sigma levels, 0.5◦ ×0.5◦
spatial resolution and 6-hourly timesteps. To confirm our model results, the experiment
has been repeated using the NCEP Final Analysis (FNL from the Global Forecast System)
boundary conditions. Their results generally supported our findings for runs with the ECMWF
boundary conditions, although we observed slightly higher biases in the wind speed and
the 2-m temperature (see Sect. 4). As a source for land-use categories and orography for
the model simulations, we used the 24-category USGS land-use database (U.S. Geological
Survey 2011), which is the default in the WRF model.
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Fig. 2 Model domain arrangement, the red dot indicates the centre of each domain representing the Cabauw
tower

In order to perform the model experiment, sufficient spin-up time should be taken into
account. Jankov et al. (2007) and Skamarock and Klemp (2008) found that to prevent the
occurrence of instabilities in the mesoscale NWP model, a minimum of 12 h spin-up time
should be used. Unfortunately there is a lack of consensus on the spin-up time that ensures
the best results for the simulation, and it likely depends on the state of the soil and quality of
the model input fields. Our default spin-up time amounts to 24 h, and in Sect. 4 we describe
the results of a sensitivity study to the selected spin-up time.

The physical parametrization schemes used in all model domains and default runs are the
rapid radiative transfer model (RRTM, Mlawer et al. 1997), the Dudhia shortwave radiation
scheme (Dudhia 1989) and the unified Noah land-surface model (Chen and Dudhia 2001;
Ek et al. 2003). In order to reflect on our results, we performed a sensitivity analysis using
different model resolutions, grid sizes, spin-up times and land-use schemes.

2.3 Planetary Boundary-Layer Schemes

This section briefly reviews the formulations of the PBL schemes evaluated herein. We
performed the simulations with most of the available PBL schemes in WRF version 3.4.1.

The first of the selected PBL schemes is the Yonsei University (YSU) scheme, which is a
non-local scheme (Eq. 1,Table 1), widely used and a default PBL scheme in the WRF model.
The PBL depth in the YSU scheme is estimated by using the critical bulk Richardson number
method. To allow for non-local vertical fluxes, a non-local term γξ is added, and any variable
ξ changes in time according to,

∂ξ

∂t
= ∂

∂z

[
Kξ

(
∂ξ

∂z
− γξ

)
− (w′ξ ′)h

( z

h

)3
]

, (1)

123



218 M. A. Kleczek et al.

Table 1 Overview of the first-order PBL schemes used in this study

Scheme Basic physics Additional Primary reference
information

YSU First-order closure scheme
KM = κωsz

(
1 − z

h

)2

ωs = (
u3∗ + 7κω3∗ z

h

) 1
3

KH = Pr−1 KM

h = Ribcr
θvs |U (h)|2

g(θv(h)−θs)

Ribcr critical bulk Richardson number
θs appropriate temperature near the surface

Used with MM5
Monin–Obukhov
surface-layer scheme
Additional non-local
gradient adjustment
term in Eq. 1

Troen and Mahrt
(1986), Hong and Pan
(1996), Hong et al.
(2006)

VH96 Similar to YSU except for:

h = Ricr
θvs

(
(uh−us)

2+(vh−vs)
2+100u2∗

)
g(θv(h)−θvs)

+ zs (2)

Vogelezang and
Holtslag (1996)

ACM2 First-order closure scheme

K = κωsz
(
1 − z

h

)2

ωs = u∗
fsb

(
zs
�m

) ,

zs =
{

min(z, 0.1h) for unstable conditions
zs = z for stable conditions

fsb stability functions from Dyer (1974)

Used in this study with
MYJ surface-layer
scheme

Pleim (2007a,b)

PBL height estimation similar to YSU
scheme

K eddy diffusion coefficient, M momentum, H heat, �m mixing length scale, h PBL height, z height, s -
first model level, ωs velocity scale, u∗ friction velocity, ω∗ convective velocity, κ von Karman constant, Pr
Prandtl number, θv virtual potential temperature, U horizontal wind speed, u, v wind components in the x , y
directions

where h is PBL height, z is height, w′ξ ′ is the vertical turbulent flux for ξ . Following
Vogelezang and Holtslag (1996) we implemented modifications to the YSU parametrization
in WRF (referred to as the VH96 scheme throughout this study). VH96 reformulated the
bulk Richardson number Rib and instead of using the surface as a reference level, the first
atmospheric level zs is used (Table 1). Other specifications of the scheme remain as in the
YSU PBL scheme.

The other first-order PBL scheme selected was the Asymmetric Convective Model, version
2 (ACM2). This PBL scheme is a combination of the local and non-local mixing approach.
The prognostic mean variables at layer i for ξ are given by,

∂ξi

∂t
= fconv Muξ1 − fconv Mdiξi + fconv Mdi+1ξi+1

	zi+1

	zi
+ ∂

∂z

(
Kξ (1− fconv)

∂ξ

∂z

)
,

(3)

where Mu is the non-local upward convective mixing rate, Mdi is the non-local downward
mixing rate from layer i to i − 1, 	zi is the layer thickness and fconv is the weighting factor
that controls the degree of the local versus non-local behaviour. The current formulation
extends the first version of the ACM model, described in Pleim and Chang (1992), by the
local component (last term of the Eq. 3). Specifications of the eddy diffusivity in the ACM2
can be found in Table 1.

The remaining PBL schemes used in this study are the Mellor–Yamada–Janjic (MYJ),
Mellor–Yamada–Nakanishi–Niino (MYNN25), Quasi-Normal Scale Elimination (QNSE)
and Bougeault–Lacarrere (BOUL) schemes, which are classified as turbulent kinetic energy
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(TKE) closure schemes. For all the above mentioned schemes only local transport is allowed.
The TKE (e) prognostic equation is expressed by,

∂e

∂t
= − ∂

∂z

(
w′e′ + 1

ρ
w′ p′

)
− w′u′ ∂u

∂z
− w′v′ ∂v

∂z
+ g

θv
w′θ ′

v − ε, (4)

where ρ is the density, p is the pressure, g is the gravitational acceleration, θv is virtual
potential temperature, u, v are wind components in x , y directions and ε represents the rate
of dissipation of TKE. For TKE closure schemes we can commonly express the diffusivity
as,

K = Sc�me0.5, (5)

where �m is the mixing length and Sc is the proportionality coefficient. The four TKE schemes
selected in this study differ in the definitions of �m and Sc, whose formulations are summarized
in Table 2.

Concerning the surface-layer schemes that are used together with the PBL schemes, (see
also Tables 1 and 2) the simulations with the YSU and VH96 PBL schemes were performed
with the modified MM5 scheme (Jiménez and Dudhia 2012). For the MYJ, ACM2 and
BouLac schemes we use the Janjic Eta Monin–Obukhov surface-layer scheme (Janjic 1996,
2002). For the ACM2 scheme we also decided to use the same surface parametrization as for
the simulation with the MYJ scheme, however, tests performed with the ACM2 surface-layer
scheme confirmed rather consistent results. The QNSE PBL scheme simulation is performed
with the QNSE surface-layer scheme (Sukoriansky 2008) and the MYNN25 simulation was
performed with the MYNN surface-layer parametrization (Nakanishi 2001). A comparison,
along with a more detailed description of the different surface-layer schemes, can be found
in e.g. Liu et al. (2012).

3 Results

3.1 Mesoscale and Synoptic Scale

During the spin-up period, a weak sea breeze was found in the model simulation and developed
between the relatively cold North Sea (100 km west of Cabauw) and the warm land. After
sunset on 30 June the wind direction changed from north and north-east to east. On the day
of our simulation, an easterly wind with a small north-south variation was observed. That
direction was relatively consistent over the whole Netherlands in all performed simulations.
For the GABLS3 case study, the Cabauw site was not affected directly by cold-air advection
from the sea.

From sunset (around 2000 UTC) onwards, we noticed in the simulations a nighttime
cooling effect over land, with warmer areas near the coastline. The large-scale synoptic
situation in the simulations confirmed observations, that there were no passing fronts over
Cabauw (for a more detailed case description, see Bosveld et al. 2014b).

3.2 Radiation Balance

All model runs reveal a correct forecast of the incoming solar radiation, about 900 W m−2

at noon on 1 July (not shown). During the afternoon several PBL schemes, i.e., ACM2,
MYNN25, VH96 and MYJ, present lower values of incoming solar radiation with a minimum
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around 1300 UTC for ACM2, 1600 UTC for MYNN25, 1700 UTC for VH96 and 1800 UTC
for MYJ. This behaviour was the result of small clouds forecast by the mentioned schemes.
This was confirmed by a non-zero cloud water vapour mixing ratio (approximately 0.2 g kg−1)
around 1,300 m, for the same times as the minima in the shortwave downward radiation (not
shown). The difference in the cloud occurrence times may be explained by the different
entrainment rates, where the ACM2 scheme shows the weakest entrainment and thus the
earliest onset of clouds (not shown).

All the schemes overestimate the observed shortwave upward radiation (S↑) of 190 W m−2

with the highest bias at noon of ≈15 W m−2 on 1 July and of ≈20 W m−2 at the end
of the research period (noon, 2 July). The positive bias may be due to a slightly higher
albedo in the model (0.23) than in reality (around 0.21). We find a similar decrease in S↑
as was reported for the shortwave downward radiation and caused by the resolved PBL
clouds. In the morning of 2 July all the schemes underestimate S↑ at the Cabauw tower by
≈11 W m−2, while after 0900 UTC all schemes reveal a positive bias in S↑.

In this study, we also found the previously reported problems with modelling the longwave
downward radiation (L↓) (Guichard et al. 2003; Zhong et al. 2007; Van der Velde et al. 2010;
Steeneveld et al. 2011). All the schemes have a negative bias of ≈20 W m−2, which after
midnight increases up to 40 W m−2, except for small episodes in the afternoon of 1 July
(Fig. 3b), during the presence of resolved clouds. This underestimation suggests that (i)
we can expect a dry or cold bias in the forecast profiles (see Sect. 3.3) or (ii) there are
deficiencies in the parametrization of the radiation scheme, or (iii) there is a limitation due
to the limited vertical resolution, or (iv) there is a combined effect (see Sect. 4.2.2). WRF
model simulations represent the general signature of the longwave upward (L↑) radiation
relatively well (Fig. 3a), which indicates that the surface temperature (TS) is also rather
well reproduced in the model. We have to note that the YSU and VH96 schemes slightly
overestimate L↑ at noon on 1 July, while the other schemes underestimate daytime values.
In the morning of 2 July all the schemes underestimate L↑, although after 0600 UTC, YSU
and VH96 schemes revealed the least negative bias (due to their relatively strong mixing
that raises TS). The lowest longwave upward radiation (strongest bias) during daytime was
found in the simulations with the QNSE and ACM2 schemes, with model values about
20 W m−2 lower than the observations (which in general confirms the results of the 1D
SCM study). At night, the WRF model runs produce a negative bias (10–20 W m−2) with
all scheme permutations. The BOUL and QNSE simulations show the smallest bias. These
nighttime biases suggest a substantial underestimation of TS at night, where a negative bias
of a maximum 5 K is found (not shown), consistent with the 1D results using the WRF model
(Bosveld et al. 2014a).

The modelled net radiation (Q∗) follows the observations reasonably well (Fig. 3c). How-
ever, most of the schemes slightly overestimate Q∗ during the afternoon of 1 July, and
underestimate Q∗ in the morning of 2 July. In the case of the simulations with the YSU
and VH96 schemes, we find 30 W m−2 lower values at noon than are observed at Cabauw.
During daytime, the simulations with higher order schemes are in better agreement with the
observations. We notice a small disturbance caused by the PBL clouds, previously mentioned
and described earlier, which results in a decrease in Q∗, around 1300 UTC in the case of
the ACM2 scheme, 1600 UTC for the MYNN25 scheme, 1700 UTC for the VH96 scheme
and 1800 UTC for the MYJ scheme. All of the permutations of schemes underestimate
the observed Q∗ of −45 W m−2 during nighttime, by ≈10 W m−2 for the YSU and VH96
schemes and up to 20 W m−2 for the TKE-based schemes. These radiation biases highlight
the key aspect of a proper representation, as well as validation of the SBL (Morcrette and
Geleyn 1985).
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Fig. 3 Time series of observed (stars) and simulated (solid lines) longwave upward radiation (a), longwave
downward radiation (b), net radiation (c), sensible heat flux (d), latent heat flux (e) and ground heat flux (f) at
the Cabauw tower site, for a period of 24 h of the GABLS3 case

3.3 Turbulent Surface Fluxes

Considering the momentum flux, all the schemes substantially overestimate (on average by
0.1 m s−1) the surface friction velocity (u∗, Fig. 4a). After 0400 UTC our simulations showed
a substantial increase of positive bias, the strongest (roughly 0.2 m s−1) around noon on 2
July. At night, all the schemes except BOUL present a similar signature of the momentum
flux with a positive bias of about 0.05 m s−1. Overestimation of u∗ is a well-known issue
that was reported in e.g. Zhang and Zheng (2004) and also in Bosveld et al. (2014a) for the
GABLS3 SCM study. For the BOUL scheme the bias at night is the highest and is almost
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Fig. 4 Time series of observed (stars) and simulated (solid lines) friction velocity (a), 10-m wind speed (b),
200-m wind speed (c), hodograph for 200-m wind (d), temperature at 2 m (e) and PBL height (f) at the Cabauw
tower site, for a period of 24 h of the GABLS3 case

0.15 m s−1. The biases of u∗ have a direct influence on the 10-m wind speed, which is
generally overestimated by most PBL schemes (described in more detail later, Fig. 4b), as
well as biases in the heat fluxes that are described below. We would like to note that we did
not confirm the typical overestimation of mixing during nighttime by the YSU scheme. That
may be explained by an error in the stability function in the earlier YSU scheme versions that
was found by Heather Richardson and Sukanta Basu from North Carolina State University
(personal communication, 2013), and corrected. Prior to the version 3.4.1, the YSU scheme
contained wrong calculations of the diffusivity coefficients for the SBL. The wind profile
function used in the calculation of the mixed-layer velocity scale, which in the case of stable
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conditions should be equal to u∗
(1+5 z

L )
, was by mistake (in the code) reduced to u∗. This

correction resulted in a lower LLJ altitude and a stronger LLJ speed (described in more detail
later), as the surface-atmosphere decoupling became stronger (Sect. 4.2.2).

The modelled sensible heat flux (H ) captures rather well the observations from Cabauw
(see Fig. 3d). All schemes substantially overestimate H in the second part of the simulation,
after 0400 UTC on 2 July, where also an increase in the positive bias in the representation of
u∗ was noted. The highest positive bias with a magnitude of about 30 W m−2 was observed
at noon. At night BOUL and QNSE schemes show values lower by 5–10 W m−2 than other
schemes. The biases at night in the BOUL simulations have a direct connection with the
overestimated u∗. The best model score in the representation of observed H was for the
simulation with the QNSE PBL scheme.

The modelled latent heat flux (L E) shows a spread within the different PBL schemes
(Fig. 3e). At night, when the observations at the Cabauw site indicate small positive val-
ues of L E (10–20 W m−2), the models provide negative values, and L E ranges between
−15 W m−2 to zero. Negative values of L E suggest that the model was able to produce such
a subtle and complex process as dew. This was supported by the underestimated TS at night
and overestimated atmospheric water vapour concentration (not shown, mentioned in Sect.
4.4). However, the observations at Cabauw do not suggest any dewfall. In general the soil
around Cabauw is rather moist, which supports evaporation rather than dew. Around noon
the TKE-based boundary-layer schemes forecast L E ≈ 20 W m−2 (and in the case of the
QNSE scheme even 50 W m−2) higher than the lower order schemes. The model results for
L E from the first-order schemes are in the closest agreement to the observed values at the
Cabauw tower.

The ground heat flux (G) comparison between the model results and the observations
reveals a strong negative bias, especially at night (Fig. 3f). During nighttime, when the
observed values of G oscillate around −5 W m−2, all permutations of schemes present a
much greater flux with values around −25 W m−2. The nighttime bias was supported by a
much lower TS, up to 5 K (not shown). During daytime, the YSU and VH96 schemes present
an overestimation of the observed values of G of about 20 W m−2 at noon, where for the
other models the bias is up to 10 W m−2. Daytime values produced by the QNSE scheme
came closest to the observations. The modelled values of G are in fact a response to a coupled
land and the PBL.

Time series of the 10-m wind speed reveal a wide spread between the parametrizations
(Fig. 4b). Generally, during daytime, the YSU and VH96 schemes produced slightly lower
wind speeds than other PBL schemes (despite the overestimated u∗ described earlier), while
around sunset their wind-speed values rapidly increased. Except for the BOUL scheme, which
shows the strongest positive bias, all the TKE-based schemes results are slightly closer to the
observed values during nighttime than the first-order schemes. The general signature reveals
that none of the PBL schemes was able to reproduce the minimum in the 10-m wind-speed
observed at Cabauw around 1900 UTC (≈2 m s−1); also the timing appears to be inaccurate
(model reacts sooner on change in the wind strength). The wide spread between the different
PBL schemes is not as vivid when we consider the 200-m wind speed (Fig. 4c). In the
first part of the simulation, almost all the schemes were able to estimate the observed wind
speed relatively well. Nevertheless after midnight, around 0100 UTC, all the simulations
overestimate the measurements by approximately 3 m s−1. The 200-m wind speed bias may
be explained by an advection of momentum (Bosveld et al. 2014b), which the 3D model
simulations do not realize. At night the worst score was revealed in the simulation with the
BOUL PBL scheme, with a wind speed of around 9 m s−1. The other schemes were able
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to reproduce the observed 13 m s−1 more accurately. The correct timing of the minimum in
the 200-m wind speed around 0900 UTC was captured only by the QNSE scheme, although
with a small positive bias. Other schemes show the increase of the wind speed around 0800
UTC, much earlier than the observations. The wind direction is relatively well represented in
all models (not shown); model simulations, especially at night, appear to react sooner to the
wind direction change than is observed at the Cabauw site. The differences between first- and
higher-order schemes results are much smaller, in comparison to the previous WRF versions,
which is probably due to the YSU scheme error correction (Sect. 3.3).

Following nighttime biases in u∗ and wind speed, we expected a different representation
of inertial oscillations at night, visible in the hodographs (Fig. 4d). Figure 4d compares the
200-m wind components from the model with the Cabauw tower observations between 1900
UTC (approximately sunset, CST on the figures) and 0700 UTC (CEN on the figures). The
initial wind values at 1900 UTC are overestimated by all the model simulations. Most of
the selected PBL schemes present rather similar values, although in the case of the QNSE
simulation till 2100 UTC, the v component is overestimated. Nevertheless, the QNSE scheme
represents the observed morning wind-speed values best. The BOUL scheme was not able to
reproduce the inertial oscillations that were responsible for the LLJ development (see Sect.
4.2.2). Additionally the vertical profiles of the BOUL scheme (see Fig. 5) suggest a PBL
deeper than 200 m. Also the above mentioned 200-m wind-speed bias, which started around
0100 UTC, is clearly visible in Fig. 4d. None of the tested PBL schemes was able to capture
the negative advection of v-momentum, which resulted in the overestimated wind speed.

Examining the temperature at 2 m (T2, Fig. 4e) we confirm the findings of previous
studies e.g. Steeneveld et al. (2008), Hu et al. (2010), García-Díez et al. (2013) that T2 is
underestimated during the day. At night we notice a substantial underestimation, consistent
with the 1D model simulations of Bosveld et al. (2014a). Overall the general signature of
the temperature evolution is well captured by all the PBL schemes. Simulations with the
TKE-based boundary-layer schemes give slightly higher temperature biases, which during
the day oscillate around 2 K and at night substantially increase to 4 K, than is the case with
first-order schemes (except the BOUL scheme, which presents a consistent bias of about
2 K). Those biases are consistent with biases at the higher levels of the PBL. In Sect. 4.3
we discuss the results of the simulations with the thermal diffusion (TD, also known as the
5-layer slab land model) land-surface scheme in which the negative bias became smaller.

Finally we present in Fig. 4f the PBL height calculated by following the Vogelezang and
Holtslag (1996) formulation (Eq. 2, see Table 1). However, by using the VH96 formulation
the estimated PBL top at night is lower than expected from θ profiles. For observations we use
the lidar ceilometer measurements (LD40) that have a measurement uncertainty of 75-100 m
and, for the selected case, strongly fluctuate. For the GABLS3 case the LD40 captures mainly
the residual-layer height and only a small sample reports the SBL top (see Sect. 5 and de Haij
et al. 2006). In general, during daytime, with the YSU and VH96 schemes we find a PBL
top higher by approximately 200 m than with the other schemes. At 1800 UTC the PBL top
in most model simulations decreases, which is expected from models following the evening
transition (transition from unstable to stable conditions). However, using the MYJ scheme
we find a decrease in the PBL height 1 h earlier (1700 UTC), while with the YSU scheme the
PBL top decreased 1 h later than in other simulations (1900 UTC). At night, a similar PBL
height is found in all model simulations, however the simulation with the MYNN25 scheme
presents the lowest PBL height. The growth of the boundary layer after sunrise (around 0400
UTC) was similar in most schemes. The strong increase of the PBL height in the morning
was captured 1 h earlier (around 0800 UTC) than in the observations.
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3.4 Vertical Profiles

Concerning the vertical profiles at the beginning of the simulation, i.e. noon 1 July (not
shown), all schemes were able to reproduce the general signature of the potential temperature
(θ ) relatively well. Nevertheless, most schemes underestimate θ by roughly 1 K, except the
simulations with the YSU and VH96 schemes that correspond well with the observations
in the lowest 1,400 m. Those differences are much greater at noon on 2 July (not shown),
where models underestimate the sounding measurements by ≈2 K in the lower part of PBL.
Inspecting the modelled θ profiles for the midnight on 2 July (Fig. 5a), we find that all the
schemes above 200 m show a substantial cold bias of nearly 2 K, compared to the sounding
from De Bilt. That underestimation may be related to the negative longwave downward
radiation bias (Sect. 3.2). The TKE-based schemes present a lower θ ≈ 1 K in the lower part
of the PBL compared to YSU and VH96 simulations, which is consistent with the literature
(e.g. Hu et al. 2010; Shin and Hong 2011). Around 250 m, the highest negative bias is roughly
4 K. In the BOUL simulation we find an inversion around 200 m with lower θ . The SBL
profile for that scheme is less stratified, which explains the insufficient magnitude of inertial
oscillations described above (Fig. 4d). The overall signature of θ is well captured in most
PBL schemes.

The simulated specific humidity (qV) in general overestimates the observations. The
strongest positive bias was observed in the profiles from noon 1 July, where PBL schemes
overestimated qV by around 4 g kg−1 (not shown). The difference between the observations
and model results was also reported in Bosveld et al. (2014a), although the origin of this bias
is unknown. At 1200 UTC on 2 July 2006, the bias is smaller compared to the results from
the first day and amounts to ≈2 g kg−1. The positive qV bias is greater in the TKE-based
boundary-layer schemes, especially near the surface. Vertical qV profiles for 0000 UTC
(Fig. 5b) show that the overall structure of qV is better captured by the YSU and VH96
schemes. Also in the upper part of the atmosphere, the YSU and VH96 schemes remain
closest to the observations, while the higher order schemes have a positive bias of 1 g kg−1.

In the vertical profiles of the wind speed at noon a strong bias, with respect to the sounding
from De Bilt, was found (not shown). However, we have to note that at 1200 UTC on
2 July the general signature of the wind speed corresponds relatively well with the additional
wind-profiler observations from Cabauw. As mentioned in Sect. 2.1, the distance of 25 km
between De Bilt and Cabauw may be a reason for the different representation of the vertical
profiles. At midnight the wind speed is estimated better by the TKE-based schemes and
seems to correspond well the data captured by the sounding in De Bilt and the Cabauw tower
(Fig. 5c). The MYJ, QNSE and ACM2 schemes were able to reproduce the LLJ of about
12.4 m s−1 at 200 m. The YSU scheme underestimates the altitude at which the maximum
wind speed occurs and suggests this at 150 m, although with the correct wind speed (in
contradiction to the results reported with older versions of the WRF model). The lower altitude
and stronger LLJ in the YSU scheme may be explained by too strong a stability (decoupling),
caused by the correction in the velocity scale, mentioned in Sect. 3.3. In previous versions
of the WRF model, the YSU scheme was known as a first-order scheme with too strong a
nighttime mixing, causing e.g. an overestimation of the LLJ altitude. Since version 3.4.1, the
corrected velocity scale limited the strong mixing, although our results indicate that the SBL
became apparently too stable. The lowest skill was presented by the BOUL scheme, which
was not able to reproduce the LLJ due to the lack of inertial oscillations necessary for its
development, as previously discussed.

The wind direction profiles in general show rather small variation between the different
simulations. At 1200 UTC on both 1 and 2 July, a strong bias in all permutations of schemes
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a b
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Fig. 5 Vertical profile for 0000 UTC 2 July 2006, of observed at the Cabauw tower (circles and triangles), De
Bilt (stars) and simulated (solid lines) potential temperature (a), water vapour mixing ratio (b), wind speed (c)
and wind direction (d)

was found around inversion level (roughly 1,500 m, not shown). Additionally stronger vari-
ability between simulations was revealed around that altitude. At midnight, the near-surface
wind direction is relatively well captured, although in the upper part of the PBL the model
simulations present a bias of approximately 20◦ of veering (Fig. 5d).

4 Sensitivity Study

In the following section we discuss the results from a sensitivity analysis regarding a few
aspects that may influence the model performance. A more detailed description of the per-
formed simulations can be found in Table 3. The first sensitivity study concerns the model
domain size. The selected domain size is an important aspect as discussed in e.g. Seth and
Rojas (2003) and Vannitsem and Chomé (2005). A smaller model domain may lead to limi-
tations that prevent the model from developing detailed mesoscale processes.

The second test concerned the horizontal resolution of the model. As stated in studies such
as Mass et al. (2002), Gego et al. (2005), Carvalho et al. (2012) the horizontal resolution is
one of the factors that may affect model performance. An increase of the horizontal resolution
results in more precise, better resolved, small-scale processes, although also increases the
model numerical costs.
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Table 3 Sensitivity study description and labelling

Test Specification Performed runs Labels and figures

Model
domain

Different size of the
model domain

31×31 grids of 27×27 km
61×61 grids of 27×27 km
(reference) 91×91 grids of
27×27 km

PBL_Hz×Gs, Fig. 6

Horizontal
resolution

Different horizontal
resolution used in the
model with similar
domain size

31×31 grids of 54×54 km
61×61 grids of 27×27 km
(reference) 91×91 grids of
18×18 km

PBL_Hz×Gs, Fig. 7

Vertical
resolution

Higher vertical resolution
in the model. Lower
vertical resolution of
ECMWF input files

ECMWF input files with 91 vertical
levels and 34 vertical sigma level
in the model (reference) ECMWF
input files with 91 vertical levels
and 45 vertical sigma level in the
model ECMWF input files with
61 vertical levels and 34 vertical
sigma level in the model

PBL_X ECMWF_Y
sigma, X,Y respond
to amount of
vertical levels in
ECMWF input files
and model
respectively, Fig. 8

Land-use
scheme

Impact of land-use scheme Run with NOAH land-use scheme
(reference) Run with TD land-use
scheme

PBL_LU, where LU
land-use scheme,
Fig. 9

Spin-up
time

Different spin-up time Simulation with 24 h
spin-up time (reference)
Simulation with 18 h
spin-up time Simulation
with 12 h spin-up time
All mentioned spin-up
time is a prior to
presented results in this
study

PBL_s X, X Amount
of spin-up time,
Fig. 10

Universal terminology used: PBL used PBL scheme, Hz number of horizontal grid boxes (in all nested domains
both north-south, east-west direction, which are equal), Gs outer domain grid size (nested domain has factor
3 grid size decrease)

Studies by Chou (2011) and Carvalho et al. (2012) showed that a higher vertical resolution
can improve the accuracy of NWP models. Along with the higher vertical resolution in the
model we performed a simulation with a lower vertical resolution in the ECMWF input files
to investigate its influence on the model performance. This was the third sensitivity test.

As stated by e.g. Jin et al. (2010), temperature especially is very sensitive to the selected
land-surface scheme. In this study following the biases in T2 (see Sect. 3.3, Fig. 4e), we
performed a simulation with the relatively simple thermal diffusion (TD) scheme, scale in
search of a better estimation of the 2-m air temperature in the model.

NWP models require a spin-up time to develop proper mesoscale and large-scale circula-
tions (Skamarock 2004; Jankov et al. 2007; Yang et al. 2011), if they are not operated run in
a data-assimilation cycle. Finally in this study we used 24, 18 and 12 h of spin-up time for
which the results are discussed below (fourth sensitivity test).

Results were compared to the observations from the Cabauw tower, De Bilt and the
reference runs of the YSU and MYJ schemes presented in the previous section (the labels
contain ‘ref’ respectively). We selected the YSU and MYJ schemes from all PBL schemes,
since those are most commonly used and relatively less complex. The applied labels are
consistent with the discussed changes throughout the sections (see Table 3). Concerning
the vertical profiles we focused on the representation of the LLJ as one of the goals of the

123



Evaluation of the WRF Model for the GABLS3 Case 229

GABLS3 exercise. Because of the limited amount of available soundings, we compared
vertical profiles for midnight on 2 July.

4.1 Model Domain

In this section we discuss the model performance depending on the model domain size.
As mentioned above and in Table 3, all the simulations were performed with three nested
domains for which the grid sizes decreased by a factor of three (27 km, 9 km and 3 km
respectively). The presented results originate from the innermost domain.

We find that the general structure of the surface variables is not influenced much by using
different domain sizes. For the shortwave radiation similar results are found in reference to
both YSU and MYJ permutations. The negative biases (20–40 W m−2) within the longwave
downward radiation discussed in Sect. 3.2 did not improve. However, on the afternoon of
1 July until sunset (around 1900 UTC), the simulations with the smallest domain present
an even larger bias (about 30 W m−2) compared to the other runs at that time. We also find
similar biases as previously reported in the longwave upward radiation. until 0400 UTC there
is no systematic difference between the different permutations, although both PBL schemes
show lower L↑ in the simulations with a smaller domain. After sunrise (around 0400 UTC)
we find that the simulations with a smaller domain size produce a stronger longwave upward
radiation and in the case of the YSU scheme with the smallest domain size the bias at noon,
of approximately 10 W m−2 (reported in Sect. 3.2), disappears. This tendency is noted in the
surface temperature (not shown). Until 0400 UTC L↑ is generally lower in the simulations
with the smallest domain, whereas afterwards it is opposite.

In the representation of u∗, we find that the model runs with a smaller domain size have
the tendency to decrease the momentum flux (Fig. 6b). In the second part of the simulation,
e.g. at noon 2 July, the positive bias of around 0.2 m s−1 decreased by roughly 0.1 m s−1.
At night, the lowest u∗ is found in the runs with the YSU scheme, in combination with the
smallest domain. There is no systematic behaviour in the representation of H and L E (not
shown), although the variation between the simulations with different domain sizes is visible.
In the second part of the simulation, in the morning of 2 July, we find smaller H (by about
30 W m−2) in the simulations with the smallest domain, than in the other performed runs
(Fig. 6a). Additionally, we find that in the second part of the simulation, around noon, the
simulations with the smallest domain produce a stronger L E . Furthermore the representation
of the soil heat flux also remains fairly similar. After the sunrise we notice a gentle increase
of G (not shown) in the simulation with the smaller domain size, which is consistent with
the changes in L↑.

A rather large variation between the model runs appears in the 10-m wind speed in com-
parison to the Cabauw observations (Fig. 6c). After midnight, generally lower wind speeds
are produced for the smaller domain sizes. This trend is partially carried into the 200-m wind
speed (Fig. 6d). Around 0000 UTC the simulations with the smallest domain were not able
to reproduce the observed wind maximum. The YSU and MYJ simulations with the largest
domain set-up model sudden decrease in the wind speed around 0200 UTC, for which the
origin was not identified and remains a challenge for future study. It is worth noting that
despite their underestimation of the wind speed around 0000 UTC, the runs with the smallest
domain come closest to the observed values in the second part of the simulation (after 0000
UTC). By comparing the hodographs for 200 m (Fig. 6e) we find a weaker and substantially
underestimated inertial oscillations in the simulations with the smallest domain size. That
difference is most likely the origin of the previously mentioned underestimation of the wind-
speed maxima around 0000 UTC. In the simulations with the largest domain size, we find
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Fig. 6 Domain size sensitivity analysis. Time series of observed (stars) and simulated (solid lines) sensible
heat flux (a), friction velocity (b), 10-m wind speed (c), 200-m wind speed (d) and hodograph for 200-m wind
(e) for a period of 24 h of the GABLS3 case, along with wind speed vertical profile (f) for 0000 UTC 2 July
2006 with observations at Cabauw (circles and triangles) and De Bilt (stars)

a very specific wind vector turning around 0200 UTC, of which the direct effects were not
found in other variables. In the 2-m temperature profiles we find that the simulations with
the smallest domain showed the least negative bias in the second part of the simulation (1
K greater than in the other model simulations). However, in the afternoon of the first day, a
smaller domain led to a lower 2-m temperature.

Considering the θ profiles we notice that the simulations with the smallest domain result in
a warmer atmosphere indicating that the cold bias in the default run is created within the WRF
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model itself. The lowest wind-speed biases were found in the reference runs. Simulations with
a domain size different than the reference run, underestimated the wind-speed and forecast
a lower altitude of the LLJ (see Fig. 6f).

4.2 Resolution

In the following section we investigate the importance of the horizontal resolution in the WRF
model; a description of the performed simulations can be found in Table 3. In general we
selected two additional (to the reference run) horizontal resolution values keeping the domain
size similar. The second part of this section describes the results of the vertical resolution
sensitivity study. By increasing the WRF model vertical resolution from 34 to 45 eta levels
(with more levels in the PBL, the lowest 1 km) we studied how a higher vertical resolution
affects the model simulations. Additionally we performed a simulation where instead of input
files with a high resolution (91 vertical levels), as used in the other simulations, the ECMWF
input files with a coarser resolution (61 vertical levels) were applied.

4.2.1 Horizontal Resolution

Considering the radiation balance components, we find that the shortwave radiation is not
directly affected by a horizontal resolution change in the model. This is consistent, since
radiation schemes are expected to be most sensitive to the vertical resolution. We notice that,
in the case of the simulations with the coarsest horizontal resolution, the clouds described
above in Sect. 3.2 also appear in the simulation with the YSU scheme. The appearance of
clouds in the YSU results in a sudden decrease of incoming shortwave radiation, with a
minimum around 1700 UTC. The disturbance caused by the clouds appearance is visible
in the other radiation components as well. However, these additional clouds have negligible
effect on the following night. For L↑ and L ↓ we do not find any systematic behaviour.
Additionally, the difference between the simulations with different horizontal resolution is
rather negligible (Fig. 7a).

Regarding the momentum flux, we find that a higher resolution results in a slightly higher
momentum flux during the day (see Fig. 7b). Additionally, we do not find a direct influence
of the horizontal resolution on the modelled sensible and latent heat fluxes. However, around
1800 UTC we find in the representation of H lower values in the simulation with the coarsest
horizontal resolution. In the simulation with the YSU PBL scheme and the coarsest horizontal
resolution, we find a local minimum in L E around 1700 UTC. A similar bias was also found
in the temperature at the surface (not shown), which may be caused by the resolved clouds.
In the 10-m wind speed we find a substantial variation between the different simulations
(Fig. 7c). After the sunrise the simulations with a higher horizontal resolution produce higher
wind speeds. Concerning the 200-m wind speed the main difference is found around 0800
UTC where the timing and magnitude of the wind speed show a rather strong sensitivity to the
selected horizontal resolution (Fig. 7d). The simulations with a lower horizontal resolution
were able to more accurately reproduce the wind-speed minimum observed at Cabauw around
0800 UTC. Furthermore in the hodograph for the 200-m wind speed (Fig. 7e) we note a similar
general signature of the wind vectors for all runs. Although the sensitivity of the wind speed
on the horizontal resolution is visible, a clear, substantial signature is absent. For the 2-m
temperature the biases between the different model simulations are rather negligible, however
with a small sensitivity (not shown).

In the vertical structure of θ at midnight of 1 July we do not find any significant dif-
ferences between the simulations with different horizontal resolutions. Specific humidity
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Fig. 7 Model horizontal resolution sensitivity analysis. Time series of observed (stars) and simulated (solid
lines) longwave downward radiation (a), friction velocity (b), 10-m wind speed (c), 200-m wind speed (d)
and hodograph for 200-m wind (e) for a period of 24 h of the GABLS3 case, along with wind speed vertical
profile (f) for 0000 UTC 2 July 2006 with observations at Cabauw (circles and triangles) and De Bilt (stars)

profiles likewise did not reveal a systematic behaviour or sensitivity. The main difference
is found in the vertical wind-speed profiles (Fig. 7f). For our simulations, the reference run
(Table 3, 61×61 of 27 km) was in best agreement with the observations. Furthermore, the
LLJ magnitude becomes weaker in the simulations with the MYJ scheme and both coarser
and finer resolution set-ups. Possible simulation with coarser resolution omits some small-
scale processes, additionally thermal contrasts are smoothed. From simulations with finer
resolution we expect greater wind-profile details resolved by the model, which leads to addi-
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tional biases. This is supported by the initial states of the SBL, Fig. 7e, where each simulation
has a different initial wind vector.

4.2.2 Vertical Resolution

This section describes the results of two sensitivity tests both related to the vertical resolution.
In one simulation we increased the number of vertical levels in the model, in the other
simulation we used the ECMWF input files with a lower vertical resolution than in the
reference simulation. More details are described above and in Table 3.

Regarding the radiation components, we find that for the shortwave radiation neither the
vertical resolution of the ECMWF input nor the WRF model vertical model resolution has
a substantial influence on the model performance. In the afternoon of the first day, the YSU
scheme with 45 sigma levels captured clouds that were not visible in a reference run (see
Sect. 3.2), though this was not the case for the MYJ simulation with increased resolution.
The longwave downward radiation still shows a consistent negative bias of 20–40 W m−2 in
all simulations. Apparently neither horizontal nor vertical resolutions are the critical cause of
the L↓ bias. When looking at the modelled values of longwave upward radiation we notice
that the runs with a higher model vertical resolution present a slightly lower L↑ than in the
other simulations.

Considering the momentum flux (see Fig. 8a) we find that a higher vertical resolution in
the model results in a smaller momentum flux at night. This effect is stronger and clearer in the
case of the MYJ scheme (1.5-order, TKE-based). The simulations with coarser input files did
not reveal any systematic behaviour for this case. Nevertheless, especially at night, we do find
the WRF model to be sensitive to the input file resolution. Simulations with different vertical
resolutions, and different resolution of the input files, do not have a substantial influence on
L E . In the case of H (Fig. 8b), during daytime the simulations with a coarser resolution of the
input files produce a slightly stronger sensible heat flux. During nighttime a higher vertical
resolution in the model results in a smaller H due to stronger stratification. The 10-m wind
speed reveals a substantial variation between the different simulations, which indicates a
strong sensitivity to the model vertical resolution and the selection of the input files (Fig. 8c).
At night, the simulation with the MYJ PBL scheme and 45 sigma levels produces the lowest
wind speed. Generally the simulation with the MYJ scheme seems to be more sensitive to the
selection of the input file resolution and the amount of vertical levels in the WRF model. In
the representation of the 200-m wind speed we do not find such a strong sensitivity as at lower
levels (Fig. 8d). The hodographs for 200-m wind vectors (Fig. 8e) reveal a different direction
of the oscillation around sunset. The general signature of the inertial oscillations between
the different simulations is rather similar. For the 2-m temperature, a substantial difference
between the simulations was not found; at night slightly lower values are produced in the
simulations with a higher model vertical resolution.

Regarding the θ profile at 0000 UTC (not shown), we find that by using the coarser
resolution ECMWF input files, the cold bias around 200 m in YSU increases, and decreases
in the case of MYJ; values of θ in other parts of the PBL between the different simulations
are fairly similar. As mentioned in the previous paragraph the MYJ PBL scheme reveals a
stronger sensitivity to the input file resolution in the representation of the LLJ (Fig. 8f). By
using the coarser ECMWF input files the altitude becomes lower (by 50 m) and strength of
the LLJ becomes weaker. The YSU scheme seems less sensitive to the input file resolution,
however the LLJ does become slightly stronger. The increase of the model vertical resolution
did not affect the representation of the LLJ in the MYJ simulations significantly, however, the
vertical wind profile at 0000 UTC became more stable. For the YSU PBL scheme we find a
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Fig. 8 Model and ECMWF input files vertical resolution sensitivity analysis. Time series of observed (stars)
and simulated (solid lines) friction velocity (a), sensible heat flux (b), 10-m wind speed (c), 200-m wind speed
(d) and hodograph for 200-m wind (e) for a period of 24 h of the GABLS3 case, along with wind speed vertical
profile (f) for 0000 UTC 2 July 2006 with observations at Cabauw (circles and triangles) and De Bilt (stars)

minor strengthening of the LLJ (of the same magnitude as when decreasing the resolution of
input files) and it is located at a lower altitude, along with a more stable vertical wind profile.

4.3 Land-Use Scheme

Following the biases in the 2-m temperature we performed a sensitivity study for different
land-surface parametrizations. In our research we used the most commonly applied Unified
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Noah land-surface model (NOAH, Ek et al. 2003), which was used as a reference case in this
section, and a less complex thermal diffusion scheme (Table 3).

Considering the radiation balance components, both reference runs produce fairly similar
results for the shortwave downward radiation, disregarding the land-surface schemes used.
Around 0500 UTC of 2 July in the simulation with the MYJ_TD configuration we find a
small disturbance (caused by resolved fog), which is also visible in the other radiation com-
ponents. The modelled S↑ behaved similar to the described shortwave downward radiation.
Concerning L↓, we note fairly analogous results regarding the selected land-use scheme
(higher θ is compensated by lower qV therefore the L↓ bias does not decrease, see also
below). Around 0500 UTC, the simulation with the MYJ_TD configuration indicates a local
maximum of the longwave downward radiation, as mentioned above, due to fog (confirmed
by non-zero cloud water vapour mixing ratio near the ground, not shown). The bias in L↑
described in Sect. 3.2 becomes weaker in the simulations with the TD scheme, which is
especially visible at night (not shown). The bias reduction can be explained by the higher
values of the surface temperature in the simulation with the TD scheme. Nevertheless, after
0400 UTC, the simulation with the YSU_NOAH configuration reproduces L↑ best, while
other simulations reveal a similar, stronger negative bias.

The representation of u∗ remains rather similar, regardless of the selected land-use scheme.
During nighttime, in the simulation with the YSU_TD configuration, we find a slightly greater
momentum flux that indicates stronger mixing. For the latent heat flux representation, the
simulations with the TD scheme reveal the weakest bias, smaller than for the runs with the
NOAH scheme, compared to the observations from Cabauw. At noon the bias between the
simulations with the different land-use schemes is the strongest (see Fig. 9a). The simulation
with the YSU_TD configuration during the day reveals a strong, positive bias in the H
representation, up to 90 W m−2 at noon (Fig. 9b). At night the simulation with the YSU_TD
configuration predicts the lowest sensible heat flux. Around 2000 UTC this simulation reached
about −55 W m−2, where in other simulations H oscillates around −25 to −15 W m−2.
The lower values at night may be related to the stronger momentum flux for nighttime in
the simulation with the YSU_TD configuration. The difference in the PBL height (Fig. 9c)
at night is rather negligible. During daytime the YSU scheme reveals a stronger dependence
on the selected land-use scheme, by estimating a 200 m higher PBL top in the simulation
with the TD scheme than with the NOAH scheme. For the 10-m wind speed we find a
rather small sensitivity on the land-use scheme selection (Fig. 9d). At 200 m the general
signature of the wind speed becomes more clear, with slightly higher wind speeds in the
YSU_TD configuration, related to the slightly stronger inertial oscillations (not shown).
In the simulation with the MYJ_TD configuration we find the opposite effect, i.e. lower
wind speeds, confirmed by slightly weaker inertial oscillations. The 2-m temperature bias
significantly decreased in the simulations with the ‘simple’ thermal diffusion land-use scheme
(Fig. 9e). The YSU PBL scheme shows an improvement during the whole study period, while
MYJ improves especially at night.

Considering the vertical structures we find that the simulation with the YSU_TD configu-
ration results in a much warmer and drier atmosphere at the higher levels (above 200 m). The
simulation with the YSU_TD configuration was able to reproduce the θ sounding from De Bilt
most accurately. As briefly mentioned in Bosveld et al. (2014b), models in general required
higher initial specific humidity to correctly estimate the other variables. This is confirmed
in this study where the bias of specific humidity (not shown), around noon 1 July is present.
Nevertheless the YSU_TD configuration reveals weaker positive bias, which also results in
a drier atmosphere at higher levels. In the vertical representation of the wind speed we find
that the altitude of the estimated LLJ becomes higher in the simulations with the TD scheme
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Fig. 9 Land-surface scheme sensitivity analysis. Time series of observed (stars) and simulated (solid lines)
latent heat flux (a), sensible heat flux (b), PBL height (c), 10-m wind speed (d) and temperature at 2 m (e) for
a period of 24 h of the GABLS3 case, along with wind speed vertical profile (f) for 0000 UTC 2 July 2006
with observations at Cabauw (circles and triangles) and De Bilt (stars)

(Fig. 9f). As a result the wind-speed maxima and altitudes are much more accurately rep-
resented in the YSU_TD configuration compared to the YSU_NOAH configuration. Above
200 m the simulation with the YSU_TD configuration overestimates the wind speed in com-
parison to other simulations. Additionally, the simulation with the MYJ_TD configuration
overestimates the altitude and slightly weakens the strength of the LLJ found in the simulation
with the NOAH scheme. The best model score regarding the LLJ representation is achieved
by the simulation with the MYJ_NOAH configuration.
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a b
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Fig. 10 Spin-up time sensitivity analysis. Time series of observed (stars) and simulated (solid lines) longwave
downward radiation (a), friction velocity (b), water vapour mixing ratio (c), 10-m wind speed (d) and hodograph
for 200-m wind (e) for a period of 24 h of the GABLS3 case, along with wind speed vertical profile (f) for
0000 UTC 2 July 2006 with observations at Cabauw (circles and triangles) and De Bilt (stars)

4.4 Spin-Up Time

To justify our choice for the spin-up time (24 h) prior to the GABLS3 period, we performed
additional simulations with 18 h and 12 h as spin-up times (see Table 3 for more details).
Our simulations do not reveal a significant influence on the representation of the shortwave
radiation components. In the longwave downward radiation, as previously discussed in Sect.
3.2, the bias of 20–40 W m−2 does not improve (see Fig. 10a). Nevertheless, the modelled
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L↓ is sensitive to the spin-up time length, with the biggest variation between the simulations
especially in the first few hours of the study period. This may be due to the amount of time the
model requires to develop proper meso and large scale circulations. The modelled longwave
upward radiation remains fairly similar regardless of the length of spin-up time.

The modelled u∗ is similarly estimated in all the simulations (Fig. 10b). Around noon
on the first day we distinguish slightly higher values in the simulations with the shortest
spin-up time (about 0.1 m s−1 higher) than in the other permutations. The general signature
for all the simulations remains similar. Both YSU and MYJ simulations show a similar
sensitivity to a longer spin-up time in the heat flux representation (not shown). In the first
part of the simulations, the longer spin-up time results in higher values of H of approximately
16 W m−2 for the YSU scheme and 30 W m−2 for the MYJ scheme. After sunset (around
1900 UTC), the differences between the PBL schemes and the simulations with a different
spin-up time disappear. In the modelled L E we find a consistent negative bias between
runs with 24 h spin-up and simulations with a shorter spin-up time. During the first day
the bias exceeds 80 W m−2 or less for the simulation with the MYJ scheme. After sunset
the differences between the PBL schemes diminishes. Differences around noon 1 July may
partially be caused by the strong bias in the specific humidity at that time (see also previous
section). By decreasing the spin-up time the modelled water vapour mixing ratio is closer
to the observations (Fig. 10c). The main difference in the 10-m wind speed is found in the
afternoon of 1 July, where runs with only 12 h spin-up produced a greater wind speed. At
night, the simulations with the shortest spin-up produce much less variation in wind speed,
which may suggest a weaker inertial oscillations (Fig. 10d). At 200 m the behaviour of the
models remains rather analogous. Around 0100 UTC the simulations with a 12 h spin-up
along with the YSU scheme and 18 h spin-up present a sudden decrease of wind speed for
which the origin was not discovered and this remains a challenge. The hodograph for 200-m
wind reveals weaker inertial oscillations in the simulations with the shortest spin-up time
(Fig. 10e). In the 2-m temperature time series there is still a consistent bias, as mentioned in
the Sect. 3.3.

Considering the vertical structure of the potential temperature the cold bias decreased by 1
K when using a shorter spin-up time. For the LLJ development a longer spin-up time results in
a better representation of the strength and altitude of the LLJ (Fig. 10f). The simulation with
only 12 h spin-up time results for the YSU scheme in a weaker LLJ at lower altitude, while
for the MYJ scheme only the strength seems to be underestimated by approximately 2 m s−1.

5 Discussions and Outlook

We performed WRF mesoscale model simulations using different boundary-layer schemes
to extend the GABLS3 inter-comparison study. A selection of analogous cases was suggested
by Baas et al. (2010), where the focus was on improving the performance of single-column
models by averaging the forcings over selected cases. To strengthen our results and to gener-
alize the conclusions, our study should be repeated for similar cases. Additionally, with such
an extension the model performance could be statistically analyzed, and would help to refine
the origin of many biases in coupled models. Work presented in our study may be considered
as a simplified guideline for sensitivity tests.

Our results confirm the previously reported bias in L↓ regardless of the PBL scheme, which
highlights the possible deficiencies in the radiation scheme. The inaccurate temperature and
moisture values that are generated by the PBL mixing and serve as an input for the radiation
scheme can also contribute to the differences in L↓. Negative bias is found in the model
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simulations for the GABLS3 case despite the use of different longwave parametrizations
(Marina Sterk, 2013 personal communication). However, the modelled net radiation is in
better agreement with the observations than are the radiation balance components, which
suggests that the model compensates individual biases. The deficiencies in the radiation
fluxes result in the underestimation of the temperature tendencies.

Additionally we find a sudden decrease in the the 2-m temperature rise in the model
simulations after 0800 UTC 1 July, despite different spin-up times. This temperature decrease
should be further investigated since the simulations with different PBL parametrizations show
a consistent bias. Moreover, for the simulation with the YSU_TD configuration, we show
that the model requires a much larger H than that observed in order to reduce the general
negative bias in the 2-m temperature. This was already found by Steeneveld et al. (2011), who
reported the correct thermodynamic profiles in the boundary layer but obtained using much
larger sensible heat fluxes than those observed by either scintillometry or eddy covariance.
We have to note that the surface energy balance closure, for Cabauw observations, still
remains an open issue. Surprisingly in our case study, overall the simulations with the TD
land-use scheme gave weaker biases for most variables than was the case with NOAH land-
use scheme simulations. We performed additional sensitivity tests with additional spin-up of
soil parameters to validate our land-use initialization. For our study, additional iteration of
the land-use parameters (three times) did not improve the results significantly (not shown).
We have to note that for simulations with more complex terrain and/or weather situation, the
additional spin-up for land use is strongly recommended and can improve the results.

The simulations highlight the importance of proper and accurate observations to correctly
validate a model. As described by de Haij et al. (2006), the measurements using lidar ceilome-
ters for boundary-layer height estimation still require further improvements especially for
nighttime. At the start of the night, the accumulation of aerosols is smaller below the top of
the SBL than in the residual layer, leading to a difference in the PBL height estimation.

Our study confirms that the TKE schemes better simulate nighttime observations while the
daytime is better represented by the first-order schemes. This was also found in the previous
GABLS studies (Cuxart et al. 2006; Svensson et al. 2011). In our study, however, the results of
the first-order schemes are closer to the results obtained by the higher order schemes. We are
aware that some schemes are intended for specific conditions, for instance, the Bougeault–
Lacarrere PBL scheme was designed mostly for convective conditions, however for studies
with longer experiments stable conditions are unavoidable.

6 Conclusions

This study evaluates the 3D WRF mesoscale model version 3.4.1 for the GABLS3 experiment.
The study extends the work by Bosveld et al. (2014a) who evaluated 1D simulations for a
range of PBL schemes for the same site. We studied the 24-h period between the noon on the
1 July and noon 2 July 2006, with different, most commonly used, PBL schemes available
in the WRF model. We compared the results to the observations from the Cabauw tower
facility and De Bilt sounding data. Overall, for the utilized configurations in this study,
the WRF model results gave a rather good representation of the near-surface variables and
vertical profiles, without additional use of observations (e.g. data assimilation). We were
able to distinguish different model behaviour depending on the choice of the PBL scheme.
In addition we found substantial bias in the simulations with the Bougeault–Lacarrere PBL
scheme (“BOUL” in the text), which should be further investigated.
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In all model permutations we found a consistent negative bias of about 20–40 W m−2 in
the longwave downward radiation, which was also reported in Van der Velde et al. (2010)
among others. All the PBL schemes underestimated the daytime 2-m air temperature by
approximately 2 K. At night, a substantial cold bias of about 4 K was found regardless of the
chosen PBL scheme. In general, those results confirm the biases reported in the single-column
model study by Bosveld et al. (2014a). Moreover, the YSU scheme captures the low-level jet
at a lower altitude and with higher wind speed compared to the other schemes, contradicting
studies with WRF versions previous to the version 3.4.1. This difference may be due to the
newly implemented correction to the stability function within the YSU scheme that results
in a more stably stratified boundary layer.

We performed a number of sensitivity tests on several technical features. To minimize the
bias in the 2-m temperature we performed a sensitivity test with the thermal diffusion land-
surface scheme. It appears that the simple 5-layer slab (thermal diffusion) scheme combined
with the YSU PBL scheme, reduces the cold bias in the 2-m temperature. Similar to the
results in Steeneveld et al. (2011), the smaller bias was achieved by much higher sensible
and lower latent heat fluxes for the same site.

In the sensitivity study to the domain size, we found that the selected domain sizes did not
directly influence the general signature of most surface variables. In the case of the smallest
domain we found the strongest variability, especially for the wind speed components. A too
small domain size limits the development of the inertial oscillations and wind speeds at 200 m.
The worst model skill was achieved by a model set-up with the smallest domain. The vertical
wind structure appears to be strongly influenced by the domain size. In the representation
of the LLJ, the reference simulation presented the smallest bias. In the case of a too small
domain, the modelled profiles rely too much on the boundary conditions delivered by the
ECMWF. Wind speed was also the most sensitive variable to the different model horizontal
resolution, and systematic behaviour was not revealed.

Furthermore, we performed simulations with a lower vertical resolution of the ECMWF
input files that resulted in an increase of the biases. Therefore, we confirm that the improve-
ment of the quality of the input files is rather important for the model performance. By
increasing the amount of vertical grid points within the WRF model we did not find substan-
tial improvements. The strongest sensitivity on the model vertical resolution was found in
the 10-m wind-speed representation.

Finally, we studied how a shorter spin-up time affects the model results. The differences
between the simulations are rather small for most of the variables, however, we found model
sensitivity especially in the beginning of our simulation. In this case a longer spin-up time
resulted in a stronger potential temperature bias, but it improved the vertical wind-speed
profile. Simulations with the shortest spin-up time provided the weakest inertial oscillations
along with the most degraded vertical structure representation, in comparison to the obser-
vations.
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