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A B S T R A C T   

In the Netherlands, municipalities and other sub-national governments have to conduct climate stress tests to 
examine the societal impact of heat load by citizens. So far, these parties have been hindered by the abundance of 
contrasting urban heat maps produced with different metrics and methods by different agencies. To unify the 
stress tests, we present a methodology for a standardized urban heat map at 1-m spatial resolution by selecting 
the Physical Equivalent Temperature (PET) as metric for heat stress. 

First we present an empirical regression model for PET, based on a variety of weather data and street con-
figurations in the human thermal energy balance model Rayman. Thereafter, this empirical PET-model is 
evaluated for the midsized town Wageningen (the Netherlands). Meteorological observations taken at a nearby 
reference site and straightforward geographical data have been used as model input. Also, established methods 
were applied and elaborated to account for the urban heat island effect and wind speed reduction in the city. The 
presented method is validated against bike traverse observations of PET. Wind speed is the most challenging 
feature to map, due to its unsteady and local behaviour in cities. 

As a result, an afternoon averaged PET heat map is demonstrated as standard for an extreme heat day (1:1000 
summer half year days), and a cumulative exceedance PET heat map for a representative year. Furthermore, a 
heat map is projected for 2050 according a warm climate change scenario.   

1. Introduction 

Climate change and the urbanization urges authorities to investigate 
whether climate adaptation measures should be taken [1], via so called 
climate stress tests in the Netherlands. A climate stress test assesses 
bottlenecks and vulnerabilities in the physical and socio-economic 
infrastructure in case of flooding, drought and ultimately also heat 
stress. This study focuses on heat stress, and develops high-resolution (1 
m) heat maps that indicate the hot spots and help decision makers to 
plan their climate adaptation and infrastructural measures. So far many 
different urban heat maps circulate right now indicating different heat 
metrics, which may confuse stakeholders of municipalities and subna-
tional governments. These metrics may vary from remote sensing based 
surface temperatures [2], urban heat islands (UHI) based on air tem-
perature [3], to the number of tropical nights (nights with minimum 
temperatures above 20 ◦C) [4]. To unify the heat maps the Dutch Min-
istry of Infrastructure asked a broad consortium to select one heat 
metric, and to develop a recipe to create an accompanying heat map. 

Heat waves are projected to become more severe and have longer 
durations in Europe [5]. The higher temperatures more often lead to 
thermal discomfort and heat stress with adverse effects on human health 
and labour productivity [6]. Under high-risk groups like elderly and 
people with cardiovascular diseases, higher mortality rates have been 
observed in recent severe heat waves in Europe in 2003 and 2006 [7,8] 
and the number of heat related deaths are projected to increase in the 
climate scenarios [9,10]. Most people suffer from heat stress in cities, 
which also result in higher mortality rates [11–13]. This is related to 
higher air temperatures relative to their rural counterparts which is 
known as the UHI. Higher temperatures are induced by the urban 
morphological characteristics [14] and reduced evaporation by imper-
vious surfaces [15]. Due to the relatively high heat capacity of the urban 
fabric, higher temperatures are especially observed in evenings and 
early nights. 

Air temperatures, however, do explain only a small part how humans 
experience heat. More important is to include factors which affect the 
heat release of the human body. These factors include the wind speed, 
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which provides ventilation and ameliorates heat stress, humidity which 
determines how efficient humans can release heat by transpiration and 
radiation load, which has the largest contribution from solar radiation. 
One of the thermal comfort indexes accounting for these factors is the 
Physiological Equivalent Temperature (PET) [16]. PET classes have 
previously been constructed to define different grades of thermal 
perception [17]. In case of low wind speed and low insolation due to 
cloudiness, the air temperature is close to the PET. In sunlit calm con-
ditions during summer the PET can exceed the air temperature by 20 ◦C. 

Compared to an open rural environment, the urban PET increase is 
expected to exceed the air temperature increase [18,19], due to rela-
tively low wind speeds induced by a high surface roughness and multiple 
reflections of solar radiation from buildings. Wind speed and incoming 
radiation vary on a very small scale in cities. Therefore, heat maps are 
calculated at a 1-m resolution to reveal small-scale hotspots to offer 
decision makers insight in the vulnerable locations in their urban 
environment, and are an indispensable tool needed for climate stress 
tests. 

A novelty of the presented heat maps is the combination of different 
state-of-the-art empirical meteorological models and GIS-based tools at 
1-m resolution, which is subsequently tested against in situ observations 
in the urban environment. Applying empirical models avoids expensive 
high-resolution numerical simulations, but it allows for relatively easy 
to implement routines. For instance, urban air temperatures and wind 
speed can be estimated with routine weather observations and infor-
mation about land use and geometries of buildings and trees [20,21]. 
Heat maps are demonstrated for the town of Wageningen in the 
Netherlands for a representative hot day afternoon and an average 
summer half year (April–September). In addition, an outlook is given by 
creating a heat map for the warmest climate scenario in 2050 [22]. 
Wageningen serves as a testbed, since traverse meteorological mea-
surements were available for a validation. 

This paper is organized as follows: Section 2 summarizes the model 
approach of the heat map, Section 3 presents the results and validation 
and in section 4 and 5 we discuss and conclude our outcomes and 
modelling approach. A complete step-by step recipe is attached in the 
Supplementary Material. 

2. Methods 

Here, we present the description of the empirical PET-model which 
determines the important components that the heat map consist of in 
section 2.2. Thereafter in section 2.3 the calculation of these compo-
nents is described in distinct steps, including the required geographical 
information datasets. Finally, we present the methodology to create a 
heat map according a future climate scenario and the methodology for 
the validation of traverse measurements. 

2.1. Large town Wageningen as testbed 

Wageningen is a large town with 39.673 inhabitants (2020) in the 
middle of the Netherlands [23] (see Fig. 1). The town is located at the 
edge of a shallow valley in the west and the slightly sloping nature area 
Veluwe in the east. On the south Wageningen is bordered by the river 
Rhine. The built-up area of the town contains about 2.5 × 2.5 km2. 

Fig. 1 indicates two important reference weather stations that will be 
used in this study. Wageningen University’s weather station The Veen-
kampen (Fig. 1a) was used for the initial development of the recipe and 
verification of the standardized heat map. Since this weather station is 
located only 3 km from where the traverse measurements have been 
taken, we expect minimal errors in the heat map. To facilitate the 
development of future heat maps for other urban areas in the 
Netherlands, we advise to use nearby representative KNMI weather 
stations, which are easily accessible and equally formatted. All pre-
sented heat maps for Wageningen are driven by the closest representa-
tive KNMI station, which is KNMI station Herwijnen (WMO code 06356) 
Notwithstanding, it is noticed that the Veenkampen station meet the 
WMO requirements and it is located in an open rural area. 

2.2. The empirical PET-model 

Humans experience heat by registering the skin temperature and the 
blood temperature in the brains. The human body temperature is, apart 
from the meteorological conditions, also influenced by the internal heat 
production, sweat rate and clothing. These are personal and will vary 
substantially between the human activity outside [24], and is climate 

Fig. 1. The surroundings of the town Wageningen (panel A) and an overview map of the Netherlands (panel B). The black rectangle in panel A indicates the size of 
the calculated heat map. In panel A the weather station De Veenkampen (51.981◦N, 5.620◦E) is indicated and in Panel B the reference station Herwijnen is indicated. 
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zone dependent [25]. However, for policy making, it is important to use 
a standardized person, to fairly compare outside thermal conditions. For 
PET, this standardized person is male, 35 years old, 1.75 m, 75 kg, a 
clothing factor of 0.9 clo and he has a metabolic rate belonging to 
walking with 4 km h− 1 [26]. PET classes were constructed to define 
different grades of thermal perception [17]. A PET above 29 ◦C indicates 
moderate heat stress in a temperate climate as Western and central 
Europe. The PET limit of 29 ◦C marks the point that the majority of 
persons feel uncomfortable regarding heat stress [24,27]. 

The PET was computed by an human body energy balance model 
[21], which accounts for the regulatory physiological processes of the 
human body and the meteorological parameters influencing the fluxes. 
Especially radiation, is very complex since it varies in three directions. 
We distinguish between direct radiation from the unobstructed sun, and 
diffuse radiation when scattered by clouds, and multiple reflections from 
buildings. At the moment it is computationally impossible to calculate 
on a 1-m grid accurately the radiation components for a whole city. 
Therefore, we used the 3D energy model Rayman to simulate the PET for 
three summer periods (April–September) for 10 typical Dutch street 
configurations [21], consisting of equal height terraced houses on both 
sides of the road (Fig. 2). The street configurations are east west and vary 
in canyon width resulting in sky-view factor (Svf) ranging 0.05 to 1 both 
for natural surface and impervious road surface. 

Air temperature, solar irradiation, thermal radiation and wind speed 
were used as meteorological input, as observed at the nearby weather 
station De Veenkampen. Only hours with PET values exceeding 20 ◦C 
were used as meteorological input to target for heat stress situations. The 
Rayman results were used to train an empirical PET model, based on 
regression techniques and meteorological and geographical data as 
input variables. In fact, two regression models have been developed, one 
for sunlit conditions and one for shadowed and nighttime conditions. 

For sunlit conditions the resulting PET equation denotes:  

PETsun = -13.26 + 1.25Ta + 0.011Qs – 3.37ln(u1.2) + 0.078Tw + 0.0055Qs ln 
(u1.2) + 5.56sin(ϕ) – 0.0103Qs ln(u1.2) sin(ϕ) + 0.0546Bb + 1.94Svf        (1) 

And for shadow and nighttime conditions:  

PETshade, night = − 12.14 + 1.25Ta - 1.47ln(u1.2) + 0.060Tw + 0.015SvfQd +

0.0060(1 - Svf)σ(Ta + 273.15) 4                                                          (2) 

Herein Ta denotes the 2-m air temperature (◦C), Qs is the solar irra-
diation (W m− 2), u1.2 is the wind speed at 1.2-m height (m s− 1), Tw the 
wet-bulb temperature, σ the Stefan Boltzmann constant (5.67.10− 8 W 
m− 2 K− 1), ϕ is the solar elevation angle (degrees), Bb Bowen ratio (ratio 
between sensible and latent heat flux), Svf is the sky-view factor and Qd 
the diffuse irradiation (W m− 2). For impervious urban surfaces a typical 
value of Bb = 3 was used and for well-evaporating vegetation Bb was set 
to 0.4 [28]. The used Bowen ratio is applicable for grass vegetation that 
can evaporate well (Bowen ratio for potential evaporation is about 0.3 
[15], and this can be found at many times in deltas with relatively stable 
water tables in the western part of the Netherlands. The wind speed and 
air temperature are different for urban areas compared to the open rural 
reference station due to the differences in roughness and the UHI effect 
which methods is described in sections 2.3.1 and 2.3.2. 

2.3. Mapping 

The PET model of Eqs. (1) and (2) allows one to compute a heat map 
for the surroundings of the rural reference station mainly intended for 
urban areas but not limited to urban areas only. Hence, geographical or 
meteorological data must be processed to estimate the different com-
ponents of these equations, which is presented in the flow diagram in 
Fig. 4 and Table 1. In case of the air temperature and wind speed, 
meteorological and geographical data has to be combined. We discuss 
the estimation of the components governing the PET mapping, i.e. air 
temperature and humidity effects, wind speed, and shade effects by 
buildings and trees. 

2.3.1. Air temperature and wet-bulb temperature 
The UHI depends on meteorological conditions and the density of the 

urban environment. Typical weather leading to high UHI are low wind 
speeds and sunny conditions. The daily maximum UHI (UHImax) can be 
estimated by a diagnostic equation, which includes geographical - (left) 
and meteorological factors (right) [20]: 

UHImax =
(
2 − Svf − Fveg

)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

S↓∗(Tmax − Tmin)
3

U
4

√

(3) 

Herein Svf and Fveg are the spatially averaged sky-view factor, and 
vegetation fraction respectively with a certain source area (see Fig. 5). 
The meteorological term contains S↓, mean downward shortwave radi-
ation (in Kms− 1) (kinematic units), Tmax – Tmin, the maximum – and 
minimum temperature (◦C) representing the diurnal temperature range 
and U the mean wind speed (ms− 1), all measured at the rural reference 
station. Tmax and Tmin are determined between 8:00 UTC current day – 
7:00 UTC next day (10:00–9:00 h local time) to represent the cooling 
potential outside the city [20]. The mean wind speed was also deter-
mined over this period. The mean downward short-wave radiation is 
determined over the current day. The maximum UHI occurs about 4 h 
after sunset for calm clear days [15,29]. For the other hours, the UHImax 
is diminished by a correction factor that varies between − 0.02 and 1 in 
the diurnal cycle (Eq. (4), Tables S.3 and S.4 in Supplementary 
Material).  

Ta[h] = Trefstation + UHImax * diurnal_cycle[h]                                    (4) 

The diurnal cycle is inspired by a characteristic curve of UHI by Oke 
[15]. This curve was defined for one particular day length. For other day 
lengths the curves were adjusted considering that the minimum UHI 
occurs about 4 h after sunrise [30]. 

In the derivation of Eq. (3), it was implicitly considered that the 
remaining fraction of Fveg is built-up area [20]. Apart from the 
morphological effects described by the Svf this built-up area is on 
average warmer due to the larger partitioning of sensible heat flux 
compared to the latent heat flux and has a temporal shift due the heat 

Fig. 2. Representation of street configurations (grey bars) in human energy 
model Rayman. All walls are 10 m high and their albedo is 0.3. The resulting Svf 
varied in successively steps from: 1.0, 0.809, 0.740, 0.620, 0.525, 0.373, 0.205, 
0.152, 0.108 and 0.05. 
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storage. The presence of water surfaces complicates the application of 
this equation. On the one hand, water bodies have a high heat capacity 
like built-up area [31], but on the other hand do evaporate and have 
higher latent heat fluxes and consequently lower sensible heat fluxes 
averaged over the day. To enable the applicability of the straightforward 
equations, water surfaces are treated as built-up area at night, and as 
vegetation at daytime. This temperature pattern is observed for a 
weather station in the harbour of Rotterdam [18]. 

The Svf and Fveg were averaged for a source area of 500 × 1100 m 
(Fig. 4), which corresponds to the correlation of land use and urban 
temperature as found in Heusinkveld et al. [18]. The source area is 
oriented towards the wind direction. In case of low wind speeds (<1.5 
ms− 1) a square-shaped source area of 700 × 700 m is used around the 
calculated grid cell. Since Svf and Fveg are averaged over a large source 
area, the output resolution was set to 25 m to reduce computational 
costs. 

To assign the Fveg two maps are created, one for daytime and one for 
nighttime, due to the special role of water surfaces. The vegetation 

fraction per grid resolution is determined using NDVI <0.16 in the aerial 
photography. However, cropland might not be classified as vegetation 
fraction then, especially when it is bare at the time of data collection. 
Cropland, even if it is bare, will not store the amount of heat as built-up 
area does. Therefore, cropland is assigned as vegetation fraction in the 
computation of air temperature (Table S1 D1 bgt_begroeidterreindeel in 
Supplementary Material). 

For the Svf (either 1-m resolution for PET equation as 25-m resolution 
for Ta), water surfaces and buildings need to be excluded. A Svf cannot be 
identified for water bodies, which is a limitation of the underlying lidar 
technology [32]. To estimate Ta, the Svf under trees and other vegetated 
surfaces has been excluded. The effect of reduced Svf in an urban canyon 
(mainly consisting of impervious road and pavements) has a more 
enhanced UHI effect than the reduced Svf in parks by trees, due to the 
storage difference between buildings and trees. Ignoring the Svf from 

Fig. 3. Flow chart of the data sources (D), subdivided in maps (green) and temporal weather data (grey). The intermediate products are indicated in dark grey and 
actions are indicated in blue rectangles. The end product in this flow chart is the PET map (red). (For interpretation of the references to colour in this figure legend, 
the reader is referred to the Web version of this article.) 

Fig. 4. (a) Source area for which the average sky-view factor and vegetation 
fraction is calculated on a resolution of 25 m. (b) Source area for the calculation 
of frontal area density and building and tree heights which serves as input for 
wind speed computations. 

Table 1 
Overview of used data sources for calculating the heat map. The resolution used 
for the calculation steps is 1 m. The resolution of the source data is shown in 
brackets. The exact links can be found in Table S1 in the Supplementary 
Material.  

Map Resolution 
(m or h) 

Flow- 
chart 

Source Open 
data? 

Land use 1 (vector 
data) 

D1 Buildings and Water map: 
OpenStreetMap via www. 
Geofabrik.de 
Vegetation: www.pdok.nl 

Yes 

Aerial photo (RGBI) 1 (0.25) D2 www.pdok.nl Yes 
Rural reference 

station, KNMI or 
Wageningen Univ. 

1 D3 www.knmi.nl 
www.met.wur.nl/veenka 
mpen/data 

Yes 

Lidar based height 
map 

1 (0.5) D4 www.ahn.nl Yes 

Tree register 1 (vector 
data) 

D5 www.boomregister.nl No 

Sky-view factor map 1 D6 www.knmi.nl Yes  
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green surfaces cancels a large part of this uncertainty. Subsequently, the 
mean Svf is computed over the source area. In case the vast majority is 
filtered out, then the Svf is set to 1 corresponding the rural reference 
case. The specific rules are presented in the Supplementary Material 
chapter B2. 

The wet-bulb temperature was calculated according to Ref. [33]:  

Tw = Ta atan(0.151977(φ + 8.313659)0.5) + atan(Ta + φ) - atan(φ - 1.676331) 
+ 0.00391838φ1.5 atan(0.023101φ) - 4.686035                                     (5) 

Herein Ta denotes the air temperature and φ the relative humidity, 
both measured at the rural reference station. So, a constant Tw is applied 
everywhere including the city. The relatively small coefficients of Tw in 
Eq. (1) (6% compared to Ta), justifies this pragmatic approach, instead 
of calculating Tw for every urban grid cell with urban temperature. Be-
sides, the relative humidity is generally lower in urban areas [34,35], 
which counteracts the slight rise on Tw due to higher urban air 
temperatures. 

2.3.2. Wind speed 
According to WMO guidelines reference weather stations were sited 

in open terrain with a low surface roughness [36]. The surface roughness 
is substantially higher at other locations in the heat map in the vicinity 
of buildings and trees which coincides with lower wind speeds. A 
translation of the wind speed was made from the open reference station 
to locations with a higher surface roughness. First, we computed the 
mesowind at the blending height (60 m) from the wind and surface 
roughness of the weather station (roughness length z0 = 0.03 m) using a 
logarithmic wind profile in neutral conditions. The blending height is 
where the wind flow is supposed to be homogenous and thus indepen-
dent of z0. According to field experiments performed by MacDonald 
et al. [37], the wind speed is translated to 1.2 m in the urban canopy and 
representative for an averaged wind speed at neighbourhood scale. 
Above the roughness layer the wind profile is semi-logarithmic, whereas 
the wind profile is exponential within the urban canopy. A step-wise 
approach with equations is presented in the Supplementary Material 
chapter B5). 

For the MacDonald method, the frontal area density of buildings is an 
important indicator of wind reductions in urban areas. The frontal areas 
were determined by deriving the perpendicular surfaces towards the 
wind direction (see Supplementary Material Fig. S.4 for a visual repre-
sentation). The source area for the frontal area density is 280 * 140 m 
aligned in the wind direction (Fig. 4b). 

Here we added the implementation of frontal area density of trees to 
compute a total frontal area density in Eq. (6), because trees also slow 
down the wind in real urban situations. The frontal area density for trees 

is represented as if it was a rectangular shape (frontal view) which holds 
for ordinary buildings. The wind-oriented crown area consists of 55% of 
a rectangle λ surface, based on an ellipse shaped crown stretching 2/3 of 
the total height. Together with a small roughness reducing effect of 
porosity (0.9), the coefficient for trees 0.3 is half as large as the coeffi-
cient for buildings (0.6) (Eq. (6)). The offset 0.015 is used to account for 
a small saturation effect. Larger frontal areas have higher chances that 
buildings and trees stand in each other’s wind shadow.  

λtot = 0.6λbuildings + 0.3λtrees + 0.015                                                 (6) 

The coefficients in Eq. (6) do not add up to 1, which is because often a 
part of the trees lies in the wind shade of adjacent buildings. 

2.3.3. Sun and shadow 
Exposure to direct sunshine is a prerequisite for high PET values. 

Sunlit locations can be determined by a cast shadow map. This cast 
shadow map can be created with the lidar based height map (AHN) and 
the UMEP GIS tool [38]. This GIS tool can calculate cast shadows at all 
solar elevation angles during the day and season. Unfortunately cast 
shadows cannot be determined at the surface under the tree crown. 
Therefore, the area below trees is designated as shadow if trees are 
higher than 2 m. This last prerequisite of 2 m is introduced to enable 
entering solar rays at the edge of the trees. In reality the foliage is 
partially transparent to solar radiation, so that PET values are slightly 
underestimated under trees. However, the priority is to distinguish the 
hot spots in the heat map which is never found under trees during day 
time. 

The empirical PET equation in 2.1 require the solar irradiation (Qs) 
and the diffuse irradiation (Qd). The Qd is calculated from Qs as 
measured at the rural reference station, with a solar elevation angle (ϕ) 
that depends on the time of the day and the date: 

Qd

Qs
=

⎧
⎨

⎩

1, if τa < 0.3
1.6 − 2τa , if 0.3 < τa < 0.7

0.2, if τa > 0.7
(7)  

herein the atmospheric transmissivity (τa) is estimated as [39]: 

τa =
Qs

1367 sin(ϕ)
(8) 

The solar irradiation from the reference station is a sum of the past 
hour. To estimate the amount of radiation for the entire hour, the ra-
diation for the coming hour and the past hour is averaged. 

Fig. 5. Comparison between results of the empirical PET model and the reference output from human thermal energy model Rayman for (a) sunlit conditions and (b) 
shadowed conditions. 
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2.4. Climate scenarios 

The recipe for the heat maps can also be utilized for climate pro-
jections. KNMI developed four scenarios for 2050 to depict how the 
climate may evolve [22]. These scenarios are derived from global 
climate model computations of the IPCC, global climate model EC-Earth 
results and on a downscaling step within a regional climate model. These 
model results are grouped in a scenario with a low - or high global 
temperature rise, and small – or large change in circulation pattern. For 
each scenario, KNMI provides numerical values for temperature, relative 
humidity and radiation shifts, allowing conversion of meteorological 
time series from the current to a future climate [40]. In this study we 
transformed the time series to the so called WH scenario of 2050, which 
represents a high global temperature rise (W). The suffix “H” denotes a 
change in air circulation pattern, which envisages more high pressure 
dominance in summer resulting in drier, sunnier summers with an in-
crease of easterlies. Daily maximum -, minimum - and average tem-
peratures are transformed to the WH scenario of 2050 and interpolated 
to hourly temperature values following Koopmans et al. [41], which 
further elaborates on Molenaar et al. [42]. 

We use a new hourly based transformation of radiation, which 
elaborates on the transformation of daily solar irradiation by Bakker 
[43]. In the WH scenario, an increase in monthly radiation is expected 
due to a decrease in cloudiness in the summer months. It is important 
that already clear-sky sunny days will not receive extra radiation, since 
radiation is an important term in the PET. Therefore, the Angot radiation 
is determined on an hourly basis [44], and multiplied with a daily 
averaged transmission factor of the atmosphere as used in the Angstrom 
equation. For individual hours, a daily averaged transmission factor 
does not hold. At noon, the sun ray path through the atmosphere is 
shorter than just after sunrise and before sunrise. To estimate this dif-
ference, we created a series of measured ratio of solar irradiation/Angot 
radiation for the different hours for 15 summer half years. Per hour we 
created a 95-percentile. For the Netherlands this percentile represents 
days with unobstructed sunshine. Hours that receive this amount of 
radiation or more in current climate, cannot receive extra radiation in a 
future climate. For hours below the 95-percentile the projected radiation 
increase is applied with an upper limit of the 95-percentile. So, this 
procedure ensures a realistic transformation of radiation on an hourly 
basis and this is summarized in the conditional equations below (Eq. 
(9)). The values of the percentiles to calculate Qa(h) is presented in the 
Supplementary Material chapter B9, based on the climatology of refer-
ence weather station Herwijnen. 

Qf (h) =

⎧
⎨

⎩

Qc(h), if Qc (h) > Qa(h)
Qa(h), if Qc(h) * Qa(m) > Qa(h)

Qc(h) * Qc (m), else
(9)   

Qc(h) = hourly Qs current climate 
Qf(h) = hourly Qs future climate 
Qa(h) = Angot radiation corrected for 95-percentile of observed Qs 
ΔQ(m) = monthly Qs increment to future climate 

2.5. Traverse measurements with cargo bicycle 

The heat map has been validated against mobile observations con-
sisting of all meteorological quantities that affect the human energy 
balance. The mobile measuring setup consists of a cargo bicycle that is 
equipped with short-wave and thermal radiation sensors, ventilated air 
temperature and humidity sensors and an ultrasonic anemometer, see 
Heusinkveld et al. [45]. The measurement consists of a pre-programmed 
route, extending 6 km through urban areas. The route has been designed 
such that they sample as much as possible contrasting neighbourhoods, 
such as neighbourhoods with terraced houses, multi-storey apartments 
and a forested quarter with detached houses. The wind observations 
have been corrected for the bicycle speed by means of wheel - and GPS 

speed measurements. Since the sensors have a certain inertia, observa-
tions should be averaged over a stretch of 20 m. Besides, the radiation 
sensors are separated on both sides of the driver to prevent measuring 
the driver himself, which means it is not possible to measure exactly on 
the square meter. However, variables such as temperature and wind 
speed also vary greatly over time, which means that validation of a heat 
map is only useful after spatial averaging. The model results are aver-
aged over a stretch of 20 m, and 10 m in width. Curves and (near) stand 
stills for intersections have not been sampled. Curves have more un-
certainty in wind speed estimates and source areas. Also, locations 
where the building stock dataset (documented in 2010) strongly differs 
from the real building stock at the moment of the observations (in 2013), 
have been eliminated to ensure a proper comparison. 

3. Results 

3.1. Validation 

In the validation section the empirical model is compared with 
thermal energy model Rayman and the model results are validated with 
cargo bike observations. We find a sound agreement between the 
empirical model and Rayman (Fig. 3). The deviations for the sunlit 
empirical model shows a little more spread, with a RMSE of 0.74 ◦C 
compared to an RMSE of 0.36 ◦C for shadowed empirical model. 

The validation with observations and corresponding heat map is 
presented for August 2, 2013, which was a clear-sky warm summer day 
for which traverse measurements were available. The maximum tem-
perature recorded at the rural site was 34.2 ◦C, and the afternoon 
background 10-m wind was 3 Bft (5 m/s). This day is comparable in 
temperature with the 1:1000 heat day presented in the next section. 

Figs. 6 and 7 present respectively the modelled and observed PET 
and the difference between the modelled – observed PET for 12:00 UTC 
for urban areas. The relatively cool areas in the forested quarter in the 
northeast are well represented (white circle Fig. 7). In the city itself 
deviations in PET are larger, consisting of mainly positive biases. Fig. 8 
shows the correlation between modelled and observed PET, especially in 
the higher PET percentiles with relative small standard deviations. The 
coefficient of determination is quite good with 0.656. The bias is 1.33 ◦C 
and the bias corrected RMSE amounts to 2.63 ◦C. In the lower and mid 
percentile groups (0.2–0.6) the differences are larger with a positive bias 
(median) that correspond to shadowed or partially shadowed locations. 
Most of these sampled locations have trees providing shade and the 
differences are directly linked to differences in observed and modelled 
radiation. Substantial differences occur in the real tree crown providing 
shadow and the tree crowns used in the model. PET differences between 
neighboring shadow and sunlit data points are ≅ 13 ◦C in the city and 
this can have a significant effect in the sampled source area. E.g. in the 
orange circle (Fig. 7) positive PET biases are caused by an over-
estimation of sunlit data points in the middle of the road. In the method, 
we used a 2-m object height threshold (lidar based) to remove edges of 
trees and defoliated trees. This operation leads to an overestimation in 
modelled radiation here and on average for the whole route. However, 
although PET biases are much smaller by renouncing this operation this 
leads to too low radiation averages near trees and a larger bias corrected 
RMSE. Besides, we note that there is a general uncertainty in the 
transmissivity of radiation of trees, especially in the diffuse component 
for foliated trees [46]. During droughts there is a larger risk of defolia-
tion by insect defoliators and pests [47], which logically increase the 
transmissivity of radiation. In general, the variation of multiple re-
flections between buildings, street surface differing in albedo and trees 
in different configurations cannot be covered in its full complexity. The 
PET equation can resolve a part, based on the street configurations in the 
training dataset. 

In Wageningen the average modelled wind speed corresponds well 
with the observations (bias amounts to 0.18 ms− 1). The spatial wind 
variation of the cargo bike and model does not match so well. From the 
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observation side, uncertainties in wind speed arise through wind mod-
ifications by traffic and in lesser extent stream flow by the cargo bike and 
driver itself. More important, the wind speed is variable at short time 
scales because of daytime turbulence, and higher or lower wind 
observed wind speed may not always reflect the general wind speed at 
certain locations. From the model side, the urban wind is discussed in 
section 4. Wind speed differences are about three times less important in 
explaining the PET deviations than radiation differences. Finally, the 
modelled urban air temperature resembles the measured air tempera-
ture. The spatial differences in urban temperature are small at this time 
step, because the UHI is small in afternoon. 

3.2. PET heat map for daytime 

For the standardized PET map, we selected July 1, 2015, which is the 
1:1000 heat day for WMO reference station Herwijnen (38 km southwest 
of Wageningen, Fig. 1b) for the period April–September. This corre-
sponds to a 1 in 5.5 chance for the current climate. Also this day had 
continuous clear-sky weather with slightly more wind in afternoon, 3–4 
Bft at the reference station. The afternoon average PET heat maps are 
shown in Fig. 9 for the current climate and for the future climate (KNMI 
’14 WH scenario 2050). 

Hot spots with 44 ◦C < PET<46 ◦C are found on locations facing 
many hours of sun during afternoon and where the wind is reduced due 
to large frontal area densities of buildings. Examples of such locations 
are relatively open spaces like squares and non-vegetated roundabouts 
(red circle 1 in Fig. 9a). Less open spaces as street canyons with middle- 
rise buildings, and downwind the urban centre with a large area of 
buildings and narrow streets are also hot spots (see red circles 2 and 3 in 
Fig. 9a). The coolest spaces at daytime are the locations under the trees 
in the shadow. Other relatively cool spaces that are sunlit are open 
places with much ventilation such as open parks (blue circle 1). 
Remarkably, also a crossing leeward of an impervious bus station is 
relatively cool (blue circle 2). Upwind there are only few buildings that 
aligned as such that the wind is not obstructed much. 

The increase in PET in the WH scenario amounts to 2.8 ◦C all over the 
map and can be almost entirely attributed to the change in background 
air temperature, so changes in urban-rural differences and changes in 
shade-sun differences are negligible (Fig. 9b). In other words, the 
magnitude of UHI is virtually unchanged in this scenario. The increase of 
sun duration is expected in the summer months for the WH scenario and 
therefore solar irradiation increases on average. However, the selected 

day was already sunny and significant increases in solar irradiation are 
therefore not possible. the WH scenario is slightly drier in the summer 
months by adding the monthly numerical values. However, the lower 
relative humidity in the WH scenario has a negligible effect on PET (0.04 
◦C). 

3.3. PET exceedance map 

From a climatological perspective it is interesting to examine an 
entire summer season of spatial PET differences. As climate stress tests 
should be focussed on heat stress, we may count the number of hourly 
exceedances of a PET threshold where most persons feel dissatisfied 
regarding heat stress, i.e. 29 ◦C. A PET exceedance map is robust since it 
is not influenced by day-specific weather. In the Netherlands warm 
episodes can originate from different circulation types [48], varying 
from weak winds from a central European high, or a stronger circulation 
of warm air from the south or east. To cover both mechanisms the 
accumulation of heat load over a whole summer is more representative 
than for a selected day. An analogous approach is used for moderating 
air quality in the European Union, whereby daily contaminant concen-
tration exceedances are counted above a threshold value [49]. For 
contaminants, there is also a limit indicating the number of days per year 
this threshold value may be exceeded, which is not regulated for heat 
stress. 

The exceedance maps show the number of hours the PET exceeded 
(PET> 29 ◦C) for the current climate and translated into the future 
climate (Fig. 10). The summer half year of 2013 has a climatological 
average temperature and average heat production (accumulation 
average daily temperatures above 18 ◦C) and is therefore representative 
as example. 

Fig. 10a shows that in the town, the PET criterion was exceeded by ≅
160 h per year in the rural countryside up to 430 h in wind sheltered 

and unshaded locations places. For the WH scenario, an increase of 
80–110 PET exceedance hours is expected for predominantly unshaded 
places. Locations with a relatively high shade and/or windy locations 
show a smaller increase i.e. up to a 30-h increase under trees. 

4. Discussion and recommendations 

4.1. Urban climate maps 

Here we discuss heat maps developed with various models of 

Fig. 6. Heat maps of modelled (left) and observed PET (right) on August 2nd, 2013 12:00 UTC (14:00 h local time).  
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contrasting complexity and grid spacings from 5 m to 500 m and 
compare these with our heat map. First, the urban heat maps are dis-
cussed which are based on general urban classifications and/or pre-
dominantly analytical or statistical geo-information models for 
landscaping a wind. Second, the heat maps based on complex numerical 
simulations are evaluated. 

In the field of urban planning a popular method to distinguish 
distinct local climates is the use of climatopes [50]. Climatopes are 
urban classifications based on common climatic geographical aspects. 
Examples include the Thermal Environmental Map of Tokyo [51], and 
urban climatic maps for Hong Kong and Arnhem (UCMAPS) [52,53]. 
The Thermal Environmental map of Tokyo distinguishes different ther-
mal classes on 500-m resolution based on urban density and anthropo-
genic heat, apart for residential and commercial areas [51,54]. Although 
this map may be intuitive and clear to urban planners they miss spatial 
detail and lacks heat stress criteria which is provided by our heat map. 

The urban climatic map of Hong Kong contains more spatial detail 
and is also based on the PET estimated with continuous urban 
morphology data, green spaces and wind [53,54]. However, the map 
does not visualise PET but an urban classification scale. In contrast to 
our heat map, they did not take into account sun and cast shadow effects, 
which apparently is important for fine grid PET calculations. Another 
widely used methodology are the Local Climate Zone (LCZ) based on a 
scale of 250 m and larger. The LCZ differs from climatopes by leaving 
out local topography and local climatology factors [55], i.e. it will not 
represent wind ventilation paths. They are based on universally recog-
nized built forms and land cover types and may serve well as basis for 
heat maps scaled up from neighbourhood observations [56], and nu-
merical model heat maps [57,58]. Verdonck et al. [59] carried out both 
numerical simulations and an observational assessment on LCZ classes 
and found quite overlapping normalized temperature ranges. 

Alternatively, Shi et al. [60] interpolated urban observations with 
different geographical mapping methods into an urban climate map and 
noted a RMSE for PET of 2.0–2.3 ◦C for Hong Kong. This compares well 
with the found RMSE in our study. 

The finer scale heatmaps from numerical simulations which use a 
grid resolution between 100 m and 1 km [61–64] cannot capture the 
energy and wind flow of individual buildings and therefore it needs to 
parameterize. For urban parameters as building height and frontal area 
index the determination for a grid is comparable as calculated by the 
source areas in our study [61,63]. Although the offered detail is not so 
large for a heat map, the simulated temperatures were within an accu-
racy range of 1–2 ◦C for Bohnenstengel et al. [61]. Ronda et al. [63] 
evaluated urban fine-scale forecasting for lead times up to 48 h. Mean 
absolute errors from independent air temperature observations were 
quite low in the first 24 h, with 1.5 ◦C at day time and 1 ◦C at nighttime. 
Relatively small-scale models with grid spacings of ~5 m apply 
computational fluid dynamics, which implies that individual buildings 
with accompanying wind flow and energy exchanges could be resolved. 
Ashie et al. [65] performed a heat map for whole Tokyo with an RMSE of 
1.1 ◦C. However, it should be noted that they used a steady state 
calculation since the size of the domain is huge. Although numerical 
models might perform slightly better than the analytical and statistical 
geo-models including ours, the applicability of the latter is larger to 
other areas. Moreover, the calculations of climate adaptation measures 
in the urban climate map is much faster for geo-models. Finally, it was 
demonstrated for our climate map that it is possible to calculate a 
climatology for a year, which is impossible for numerical models with a 
fine resolution for a city domain. 

Fig. 7. Difference between modelled and observed PET on August 2nd, 2013 12:00 UTC, (14:00 h local time). The white circle indicates the forested quarter which is 
simulated well. The orange circle indicates a place with a positive PET bias induced by an overestimation of modelled radiation. (For interpretation of the references 
to colour in this figure legend, the reader is referred to the Web version of this article.) 
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4.2. Urban wind 

Wind speed strongly affects the PET, because it determines largely 
how efficient the human body can transfer heat to the atmosphere [16]. 
Especially in situations with low wind speed, the PET is relatively sen-
sitive to the wind speed as this can be observed in the logarithmic terms 
in the PET equation. So, the uncertainties in wind speed lead to a larger 
deviation in PET at low wind speeds. 

Pedestrian wind speeds have also been derived with urban 
morphology by Johansson et al. [66], who found good statistical scores 
based upwind fetch distances to closest buildings and downwind Svf. A 
downside is that trees are not implemented and that the set up and that 
the validation is done against another model instead of independent 
observations. The role of trees on the wind speed in urban canyons has 
been investigated by several studies [67–71]. Huang et al. [68] pro-
duced a straightforward regression equation translating open field wind 
velocities to urban site wind velocities by conducting one total canopy 
(planar surface) density from buildings and trees data from Heisler [69]. 

In addition, Kent et al. [67] earlier adopted vegetation frontal area 
densities in the morphometric method of MacDonald et al. [72] to 
calculate urban canopy wind. They expand the method by recalculating 
the z0 and using separate drag coefficients for trees and based on 
porosity estimations of Guan et al. [73]. The relative contribution of 
trees in the frontal area density is similar (45%) to our estimations, 
holding the same dimensions of trees. Alternatively, Kent et al. [67] add 
the frontal area densities of trees to an unaltered definition of frontal 
areas for buildings. On the contrary, we reduced the contribution of 
buildings by a factor 0.6 (Eq. (6)), so our frontal area densities are 
smaller which correlates with less wind reduction. 

With small-scale computational fluid dynamics models, wind speeds 
can be properly modelled around individual buildings and trees on a 1-m 
scale resolving turbulence [70]. However, the domain size is limited, 

since the method is computationally intensive. Salim et al. [70] simu-
lated a wind field for a domain size of 2 by 2 km2 on 1-m scale for the city 
centre of Hamburg. A large city as Tokyo (33 × 33 km2) has been 
simulated on 5-m resolution. Another advantage of the GIS-based tools 
approach in our study is that it allows for quicker computation of 
modifications in an urban area like greening or implementation of extra 
trees. 

In the current approach, the source area for wind including the 
frontal area density is 280 * 140 m, aligned in the wind direction 
(Fig. 4b). Ching et al. [74] used 1 km2 as resolution for frontal area 
density in NUDAPT, which is a database with urban morphology statistic 
set up for meteorological models. Wong and Nichol [75] and Burian 
et al. [76], used a smaller source area of 100 m. Although Wong and 
Nichol [75] finds a good correlation of 0.57 for modelled and observed 
windspeed in Hong Kong, we think 100 m is too small to estimate the 
wind speed. Firstly, local wind behaviour, like channel flow can be 
resolved partly with our approach and corner accelerations are not 
possible. Second, winds at higher levels, such as at the top of the 
roughness layer are affected by roughness elements further upstream 
[77]. The top of the roughness layer varies within urban morphologies 
differing in density and building height. Kent et al. [67] used this 
weighted source area approach for determination of roughness variables 
to calculate λ for a climatology of Swindon UK. Applied to Wageningen 
(similar urban density), our stationary source area covers 80% of the 
weighted source area, which corresponds well. Note that a larger source 
area for Wageningen would give excessive weight to obstacles further 
away. 

4.3. Outlook and recommendations 

Development and disclosure of reliable monitoring data regarding 
urban heat stress is of primary importance in order to better describe the 
influence of land use and urban morphology factors. Also fixed stations 
which measure the required components of the PET are indispensable. 
Validation with these stations may provide clarity about the skill of the 
PET heat maps, by comparing uncertainties due to temporal variations 
of wind humidity and temperature [60]. Geographical improvements in 
the heat map consists of applying thermal properties of the urban fabric 
including albedo, a more sophisticated approach incorporating water 
surfaces, and anthropogenic heat sources. 

Starting with anthropogenic heat, this may be included in the UHI 
formula by adding it to the solar irradiation. Although it implies that not 
all terms on the meteorological of the formula is measured at a rural site 
anymore, physically urban specific energy fluxes can be applied here. 
Note, that the UHI equation is in the end a diagnostic regression formula 
between two dimensionless groups in a dimensional analysis. For most 
cities in Western Europe (where the equation has been tested) anthro-
pogenic heat plays a minor role on hot summer days, compared to solar 
irradiation determining the UHI. For dense high-rise districts as the city 
of London and central Tokyo reporting summer daily averages over 100 
Wm-2 [78,79], anthropogenic heat becomes more significant. For com-
parison warm sunny days denote typically 300–350 Wm-2 for 
mid-latitudes. 

The albedo determines the fraction of solar radiation that is absorbed 
by a surface. For urban areas this determines also how much energy is 
stored in the urban fabric and relates directly to UHIs. Increasing urban 
fabric albedo by 0.2 can result in a daily peak reduction of 0.65 ◦C for a 
clear summer day based on validated model simulations for Basel, 
Switzerland [80]. In Eq. (3) the albedo can be included as an absorption 
coefficient in front of the solar irradiation term. 

However, Eq. (3) will not account for direct effects of adjustments of 
albedo on air temperature at daytime, since at daytime the diurnal factor 
is small. It is more complicated to incorporate these effects in a practical 
formula. Different albedos lead also to different partition of incoming 
shortwave radiation reflected by walls and streets. Therefore, it is rec-
ommended to retrain the PET model with the human energy model 

Fig. 8. Scatter plot of observed and modelled PET samples on August 2nd, 

2013 at 12:00 UTC in Wageningen (blue dots). The black line and points 
indicate the percentile groups of the PET bike with bars indicating the standard 
deviation of PET differences between model and observation. The borders of the 
PET percentile groups are 0.05, 0.2, 0.4, 0.6, 0.8, 0.95. The lowest and highest 
percentile group <0.05 and >0.95 did not show a standard deviation, because 
the amount of data is limited compared to the other percentile groups. The 
orange line indicates the 1:1 line. (For interpretation of the references to colour 
in this figure legend, the reader is referred to the Web version of this article.) 
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Rayman for various albedos. For both albedo and anthropogenic heat, it 
is advised to re-evaluate the underlying regression of the UHI equation 
and coefficients might be added to the meteorological variables. 
Furthermore, we like to address that soil moisture availability is 

important to consider. Dry episodes will reduce the cooling effects of 
vegetation by limiting evapotranspiration. It is recommended to apply 
higher Bowen ratios if soil moisture is limited. This is common for drier 
climates and sandy soils that is known to be unable to retain water well. 

Fig. 9. Heat map showing mean PET for July 1st, 2015, during 10:00–16:00 UTC (12:00–18:00 h local time) driven with the meteorology of the Herwijnen reference 
station. (a) current climate, (b) future climate 2050, translation to the WH climate scenario. Red circles indicate hot spots and the blue circle a cool spot. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 

S. Koopmans et al.                                                                                                                                                                                                                              



Building and Environment 181 (2020) 106984

11

In our study the soil moisture availability was quite high and relatively 
stable, because parts of Wageningen are a seepage area and water levels 
are managed in detail. 

Finally, we discuss the empirical PET equation and the thermal 
thresholds. In other climate zones thermal perceptions may vary, due to 
the adaptation to a warmer or colder climate [25]. Also, the metabolic 
rates of equal activities vary and therefore the corresponding PET is 
different. The moderate heat stress limit in Taiwan is 5 ◦C higher 
compared to that of Western and central Europe [81]. Besides it is 

important to retrain the PET model with representative climate data in 
other climate zones. 

5. Conclusions 

In this paper, we present a recipe for a 1-m resolution heat map 
representing the Physiological Equivalent Temperature (PET) at pedes-
trian height for current and future climate. As testbed the mid-sized 
town of Wageningen (the Netherlands) has been chosen since traverse 

Fig. 10. Modelled number of hourly PET exceedances above 29 ◦C in 2013 for the current climate (a) and the WH climate scenario (b) with the meteorology of the 
Herwijnen reference station. 
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observations are available for this town. The heat map is developed in 
two stages. First, we derive an empirical PET model based on Rayman 
model simulations for a representative set of street configurations and 
through the summer season. Second, this empirical model is applied for 
a city using geographical information. Herein, established methods for 
estimating urban air temperatures and street-level winds are combined 
in an empirical PET-model. 

Subsequently, one heat map is derived for a warm clear-sky summer 
afternoon which represents a 1:1000 heat day. By aggregating the PET 
load for the entire afternoon, the map represents an average heat load 
and justifies the hourly sun and shadow differences. The maximum PET 
in the afternoon amounts to 46 ◦C for calm sun exposed locations. In the 
KNMI WH climate scenario for 2050 the PET is projected to increase 
quite uniformly with 2.8 ◦C. In addition, climatological heat doses are 
calculated by counting exceedances of PET values above 29 ◦C. For a 
representative year the masximum exceedances develop from 430 h to 
530 h per year in the WH scenarios. Within a city, the amount of ex-
ceedance hours is threefold that of the open rural environment. From a 
verification with cargo bike weather observations, radiation differences 
lead to largest uncertainties in PET, due to uncertainties in the size and 
transmissivity of tree crowns. 

With this recipe for heat maps we intend to promote risk dialogues 
within municipalities and relevant boards. A logical next step is the 
development of a national PET heat map based on the developed recipe. 
Further progress can be made by including albedo, anthropogenic heat 
and a more sophisticated inclusion of water surfaces. 
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[6] T. Pogačar, A. Casanueva, K. Kozjek, The effect of hot days on occupational heat 
stress in the manufacturing industry: implications for workers’ well-being and 
productivity, Int. J. Biometeorol. 62 (7) (2018) 1251–1264, https://doi.org/ 
10.1007/s00484-018-1530-6. 

[7] A. Fouillet, G. Rey, F. Laurent, G. Pavillon, S. Bellec, C. Ghihenneuc-Jouyaux, 
Excess mortality related to the August 2003 heat wave in France, Int. Arch. Occup. 
Environ. 80 (2006) 16–24, https://doi.org/10.1007/s00420-006-0089-4. 

[8] D. D’Ippoliti, P. Michelozzi, C. Marino, et al., The impact of heat waves on 
mortality in 9 European cities: results from the Euroheat Project, Environ. Health 9 
(2010), https://doi.org/10.1186/1476-069X-9-37. 

[9] A. Gasparrini, Y. Guo, F. Sera, A.M. Vicedo-Cabrera, V. Huber, S. Tong, M.S. 
Z. Coelho, P.H.N. Saldiva, E. Lavigne, P.M. Correa, et al., Projections of 
temperature-related excess mortality under climate change, Lancet. Planet. Health 
(2017) 360–367, https://doi.org/10.1016/S2542-5196(17)30156-0. 

[10] M.T.E. Huynen, P. Martens, Climate change effects on heat- and cold-related 
mortality in The Netherlands: a scenario-based integrated environmental health 
impact assessment, Int. J. Environ. Res. Publ. Health 12 (2015) 13295–13320, 
https://doi.org/10.3390/ijerph121013295. 

[11] J.F. Clarke, Some effects of the urban structure on heat mortality, Environ. Res. 5 
(1) (1971) 93–104, https://doi.org/10.1016/0013-9351(72)90023-0. 

[12] R. Basu, J.M. Samet, Relation between elevated ambient temperature and 
mortality: a review of the, Epidemiol. Rev. 24 (2) (2002) 190–202, https://doi.org/ 
10.1093/epirev/mxf007. 

[13] L. Grize, A. Huss, O. Thommen, C. Schindler, C. Braun-Fahrländer, Heat wave 2003 
and mortality in Switzerland, Swiss Med. Wkly. 135 (2005) 200–205. 

[14] B. Holmer, A simple operative method for determination of sky view factors in 
complex urban canyons from fisheye photographs, Meteorol. Z. 1 (5) (1992) 
236–239, https://doi.org/10.1127/metz/1/1992/236. 

[15] T.R. Oke, The energetic basis of the urban heat island, Q. J. R. Meteorol. Soc. 108 
(455) (1982) 1–24, https://doi.org/10.1002/qj.49710845502. 
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