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Clear-sky stable boundary layers with low winds over snow-covered
surfaces. Part 1: WRF model evaluation
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In this article, we evaluate the Weather Research and Forecasting (WRF) mesoscale
meteorological model for stable conditions in clear skies with low wind speeds.
Three contrasting terrains with snow-covered surfaces are considered, namely Cabauw
(Netherlands, snow over grass), Sodankylä (Finland, snow over a needle-leaf forest) and
Halley (Antarctica, snow over an ice shelf). We used the full three-dimensional (3D) model
and the single-column versions of the WRF model. The single-column model (SCM) was
driven by realistic forcings of the WRF–3D field. Several sets of SCM forcings were tested:
A, no advection; B, varying geostrophic wind in time; C, momentum advection in addition
to B; D, temperature and moisture advection in addition to C; E, forcing the SCM field to
the 3D field above a threshold height.

The WRF–3D model produced good results overall for wind speed, but the near-
surface temperatures and specific humidity were overestimated for Cabauw and Sodankylä
and underestimated for Halley. Prescribing advection for momentum, temperature and
moisture gave the best results for the WRF–SCM and simulations deviated strongly from
reality without advection. Nudging the SCM field to the 3D field above a threshold height
led to an unrealistic behaviour of the variables below this height and is not recommended.
Detailed prescription of the surface characteristics, e.g. adjusting the snow cover and
vegetation fraction, improved the 2 m temperature simulation. For all three sites, the
simulated temperature and moisture inversion were underestimated, though this improved
when prescribing advection.

Overall, in clear-sky conditions, the stable boundary layer over snow and ice can be
modelled to a good approximation if all processes are taken into account at high resolution
and if land surface properties are carefully prescribed.
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1. Introduction

The evolution of the stable boundary layer (SBL) is mostly
determined by turbulent mixing, the coupling between the
atmosphere and the surface and radiative effects. Additionally,
the presence of clouds or fog, subsidence, geostrophic wind
speed, advection, gravity waves and drainage and katabatic flows
may play a role (Delage, 1997; Mahrt et al., 1998; Mahrt, 1999;
Steeneveld et al., 2006; Williams et al., 2013). The reason why SBL
modelling remains complex could be related to the large amount
of relatively small-scale processes that may act simultaneously
and interactively, while on top of that the physical processes and

their interactions are also not completely understood and are
represented incompletely in models.

Furthermore, a large variety of SBL types exists, e.g. there can
be continuous or intermittent turbulence or even laminar flow,
which influences the SBL depth and the vertical and horizontal
exchange of quantities (e.g. Holtslag et al., 2013). A relatively
coarse resolution (e.g. in operational models) can also hamper
proper SBL modelling (e.g. Steeneveld et al., 2006; Tardif, 2007;
Byrkjedal et al., 2008; Svensson and Holtslag, 2009; Svensson and
Karlsson, 2011; Savijärvi, 2013). Especially over snow-covered
polar surfaces, where atmospheric conditions can become very
stable, modelling the SBL is challenging. For example, in the
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Arctic and Antarctic, many global and regional climate model
outputs diverge from one another, as well as from observations
(e.g. Holland and Bitz, 2003; Rinke et al., 2006; Walsh et al.,
2008; Rinke et al., 2012; Valkonen et al., 2013). Though simplified
model representation of SBL processes may not be the only cause
of these model biases, we will focus on the SBL processes in this
article.

Single-column models (SCMs) are convenient to evaluate the
physical processes in the boundary layer (BL) and can therefore be
used to improve our understanding of SBL processes (Baas et al.,
2010; Sterk et al., 2013; Bosveld et al., 2014b). Therefore, in this
study the SCM version of the Weather Research and Forecasting
(WRF: Skamarock et al., 2008) mesoscale meteorological model
is evaluated for stable conditions over snow-covered surfaces. To
evaluate the model performance against observations, the SCM
needs to be driven by realistic forcings of the 3D atmospheric
field (Baas et al., 2010; Bosveld et al., 2014a). A complete
observational dataset at high temporal resolution is typically not
always available, due e.g. to low temporal data coverage, possible
equipment failure with low temperatures and measurement
stations that are limited spatially or do not measure all required
quantities. Therefore we rely on 3D model results to determine
the SCM large-scale forcings, which is also advantageous, since
some aspects of the forcings are difficult to measure. We perform
WRF–3D runs to determine the SCM forcings and evaluate the
WRF–3D runs briefly.

In Part 1 of this study, we evaluate the model for stable
conditions with approximately the same low wind speeds for
three contrasting terrains with snow, i.e. from the Cabauw site
in the Netherlands, the Sodankylä site in northern Finland and
the Halley station on Antarctica. These sites are characterized
by snow over grass/cropland, snow in an evergreen needle-leaf
forest and snow on an ice sheet, respectively. For all terrain types,
a case is selected with little to no cloud cover, as then stable
stratifications are more likely to develop, while additionally this
reduces the complexity of the radiative transfer. This makes the
interpretation when studying the interaction of the snow surface
and the SBL less difficult. Furthermore, because models often
have problems simulating stable cases with relatively low wind
speeds (Edwards et al., 2011; Tastula and Vihma, 2011; Holtslag
et al., 2013), the selected study periods have low wind speeds as
well. Such SBLs are typically referred to as so-called type I SBLs,
for which, with very stable temperature stratifications and low
wind speeds, radiative cooling is the dominating process and the
vertical potential temperature (θ) profile is more exponentially
(or concave up, ∂2θ/∂z2 < 0) shaped (Van Ulden and Holtslag,
1985; Vogelezang and Holtslag, 1996). Van de Wiel et al. (2012)
report on a minimum wind speed under clear-sky conditions
below which sustainable, continuous turbulence is unlikely and
a very stable boundary layer is more likely. At the so-called
crossing level of 40 m at Cabauw (the height where wind is

relatively stationary compared with other levels), this minimum
wind speed is ∼5–7 m s−1.

Apart from the WRF–SCM model evaluation for SBLs over
snow for various land use types under low wind regimes, we
will discuss how to determine the required forcings for running
the SCM. We compare runs where only initial profiles are given,
as well as ones where advection is prescribed, and report on
experiences with a straightforward nudging approach above
the BL.

SCMs are also a convenient tool for sensitivity analyses, because
parameters can be controlled without introducing strong 3D
effects. Focusing on the Arctic, Sterk et al. (2013) performed a
sensitivity analysis of the snow-surface coupling, radiation and
turbulent mixing, since these mostly control the SBL evolution
and structure (André and Mahrt, 1982; Beljaars and Holtslag,
1991; Steeneveld et al., 2006; Bosveld et al., 2014b). Due to their
idealized set-up, a direct comparison with observations was not
possible. Therefore we extend their sensitivity analysis in Part 2 of
this study, using the real-world cases defined in the current article
as a reference. In this way, we study how the importance of the
processes shifts and whether the model sensitivity varies between
certain processes over different terrains. As such, we hope to gain
more insight into where future research efforts should be focused.

This article is organized as follows. In section 2, an overview
of the case studies and observational data is presented, together
with their accompanying synoptic settings. Section 3 gives an
explanation of the WRF model, after which the methodology is
described in section 4. This is followed by the results in section 5
and conclusions and discussions in section 6.

2. Observational data

The three locations and selected cases are described below.
The first criterion for the case selection was that no clouds
were observed. We checked this from either the observed cloud
fraction and/or the downwelling long-wave radiation. The second
criterion was that the tower observations indicated strongly stable
conditions. Furthermore, near-surface wind speeds had to be
relatively low (less than 5 m s−1), while soundings indicated
relatively low wind speeds up to at least 1.5 km as well. Table 1
summarizes the characteristics during the SCM study periods.

2.1. Cabauw

The first dataset that we will study has been obtained from the
Cabauw Experimental Site for Atmospheric Research (Cesar)
observatory, located in a flat area in the western part of the
Netherlands (51.97◦N, 4.93◦E). At this site, profiles of wind
speed and wind direction from the Cabauw tower at 10, 20, 40,
80, 140 and 200 m height were available. At these heights and
at the 2 m level, temperature and relative humidity were also

Table 1. Characteristics of the Cabauw, Sodankylä and Halley sites during the SCM study periods, from both observations and settings in the WRF–SCM simulations.
Observed quantities are as follows: latitude and longitude (lat/lon), land use, snow depth (not at Halley), near-surface wind speed (Utot near−sfc), wind speed at the
top of the mast (Utot top−mast), minimum 2 m temperature (T2m min) and observed temperature gradient along the mast at the end of the SCM study period (�Tmast).
Model-based characteristics are as follows: roughness length applied in the WRF–SCM (z0, from observations at Halley) and geostrophic wind speeds applied for the

WRF–SCM (Ugeo 3D−WRF, from WRF–3D).

Cabauw Sodankylä Halley

Lat/lon 51.97◦N, 4.93◦E 67.36◦N, 26.63◦E 75.58◦S, 26.65◦W
Land use Grass Forest, bogs, shrubland Ice shelf
Snow depth 3.5 cm 62 cm Gradual transition to ice in reality

6.2 cm in WRF–3D
Utot near−sfc 0.7–3.5 m s−1 (at 10 m) 0–1.5 m s−1 (at 10 m) 2.5–4.7 m s−1 (at 8 m)
Utot top−mast 2.6–7.6 m s−1 (at 200 m) 0–2.7 m s−1 (at 47 m) 2.1–4.7 m s−1 (at 32 m)
T2m min 253.4 K 244 K 240.5 K
�Tmast 11.6 K (2–200 m) 9 K (3–48 m) 14 K (1–32 m)
z0 1 mm 0.5 m 0.056 mm
Ugeo 3D−WRF 2.6–5.9 m s−1 0.4–2.6 m s−1 3.5–7.3 m s−1

(2.3–6 m s−1 observed)
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Figure 1. Mean sea-level pressure in contours (hPa) for (a) the Cabauw case, 4 February 2012, 0000 UTC, (b) the Sodankylä case, 27 March 2009, 0000 UTC, and (c)
the Halley case, 18 May 2003, 1200 UTC. The study sites are indicated by dots. The outer and inner domain for the WRF–3D runs are indicated by squares.

measured. Furthermore, all components of the surface radiation
and energy budget were available from this measurement site.
Further details on the measurement site and information on the
different instruments used are found in Van Ulden and Wieringa
(1996), Beljaars and Bosveld (1997) and CESAR (2013).

The cloud-free night of 3–4 February 2012 was selected, since
very low temperatures were reached over the fresh snow cover
that had fallen in the morning and afternoon of 3 February.
The prevailing weather was determined by a blocking high-
pressure system located over Scandinavia and northwest Russia
reaching to the British Isles (KNMI, 2012, see Figure 1(a)). This
indicated winds coming from the east to north. Wind speeds at
10 m (Utot 10m) were about 0.7–3.5 m s−1; at 200 m this varied
between 2.6 and 7.6 m s−1. The surface geostrophic wind speed
obtained from analyzing surface pressure data from 18 stations
within 100 km of Cabauw (Bosveld et al., 2014a) ranged from
2.4–6 m s−1 during the SCM study periods. Furthermore, at
the crossing level of 40 m as defined by Van de Wiel et al.
(2012), wind speeds during the SCM study period were below the
minimum 5 m s−1 to maintain continuous turbulence, so that the
development of a very stable boundary layer is more likely. 2 m
temperatures (T2m) decreased to 253.4 K, while at the 200 m level
the diurnal cycle was hardly visible with temperatures of about
265 K, showing an absolute temperature gradient of almost 12 K
over the 200 m. The snow depth in Cabauw was about 3.5 cm
(averaged from the two stations closest by: Groot-Ammers, about
9 km from Cabauw (3 cm), and Benschop, about 6 km from
Cabauw (4 cm)).

The snow heat flux was determined with G = -λ dT/dz,
where we took the difference in temperature from the snow
skin temperature determined from the long-wave radiation
components and the observed ground-surface temperature below
the 3.5 cm snow pack, over the 3.5 cm snow layer. For the
conductivity λ, the value 0.021 W m−1 K−1 for fresh snow with a
density of 100 kg m−3 was used, following Stull (1988). Note that,
with this method, G can be underestimated for a large dz, since
the temperature gradient in the snow is highly nonlinear and can
be steeper close to the snow surface (Luce and Tarboton, 2001;
Oldroyd et al., 2013).

2.2. Sodankylä

The second case study is built on observations from the
Arctic Research Centre of the Finnish Meteorological Institute
(FMI–ARC, 2013), located at Sodankylä in northern Finland
(67.36◦N, 26.63◦E). The area is fairly flat, though the land use
is rather heterogeneous, with coniferous and deciduous forests
(49%) alongside more open areas of peat bogs and shrub lands
and a river close by (Batchvarova et al., 2001; Atlaskin and Vihma,
2012).

A 48 m high micrometeorological mast in a Scots pine forest,
having a moderate density of trees 10–12 m tall, measured
temperature and relative humidity at heights of 3, 8, 18, 32
and 48 m and wind speed at heights of 18, 30, 38 and 47 m. An
automatic weather station (AWS) in more open land located some
500 m from the weather mast provided data on air temperature
and relative humidity at a height of 2 m and wind speed and
direction at 10 m, as well as surface pressure. Comparing data
from the two sites for our study period, the air temperatures at 2
and 3 m heights typically agreed within 0.5 K and the wind speeds
at 10 and 18 m within 0.2 m s−1. Furthermore, soundings were
launched twice a day (0000 and 1200 UTC) at the AWS site and
provided additional data on temperature, relative humidity, wind
speed and direction in the vertical. Also the surface radiation
fluxes (at the AWS site) and sonic anemometer based turbulent
fluxes (at the mast) were measured.

The case study covered the night of 26–27 March 2009, when
a low-pressure system was located east of Finland, as well as just
north of the British Isles, with a weak pressure gradient over
Finland (Figure 1(b)) resulting in weak wind speeds. Cloud-
free conditions were observed with very low wind speeds of
0–1.5 m s−1 at the 10 m level (so somewhat intermittent) and
between 0 and 2.7 m s−1 at 47 m at the top of the mast. The wind
direction was mostly from the north to northwest. T2m dropped
from 269 K during the day on 26 March to 243 K at the end
of the night on 27 March, while for the 48 m height this was
267.5 K during the day, which dropped to just over 252 K at night.
Therefore, during the night a temperature inversion of over 9 K
was reached between 2 and 48 m.

The observed snow depth was 62 cm. The snow heat flux
G in this case was determined using the equation as for the
Cabauw case, but on the basis of temperatures at the snow
surface and at 60 cm snow depth above the soil (2 cm below the
snow–atmosphere interface). For the conductivity λ, the value
0.084 W m−1 K−1 for snow with a density of 200 kg m−3 was used,
following Stull (1988).

2.3. Halley

The third study location is the Halley research station of the
British Antarctic Survey (75.58◦S, 26.65◦W) at the Brunt ice shelf
in Antarctica. A micrometeorological mast provided temperature,
relative humidity and wind speed and direction data at 1, 2, 4, 8,
16 and 32 m height. Also, the components of the radiation budget
at the surface were available, as well as daily radiosonde data with
information on temperature, relative humidity and wind speed
and direction. For more information on the measurement site
and observations, see e.g. King and Anderson (1988, 1994).

The study covered the cloud-free period starting at 8 h on
18 May 2003, when a strong stratification of 11 K between 1
and 32 m height was observed, which increased to 14 K after
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9 h. A low-pressure system was located northeast of Halley,
with a small high-pressure system to the west of Halley and
another low-pressure system just over the Antarctic Peninsula
(Figure 1(c)). Wind directions close to the surface ranged from
south to southeast. Low wind speeds of 0–1.1 m s−1 at the 1 m
level and 2.1–4.7 m s−1 at the 32 m level were observed.

Sonic anemometer data at 4, 16 and 32 m were available for the
sensible heat flux. The latent heat flux (LvE) was lacking, though
this is usually very small at this site. The LvE derived from bulk
transfer relations (Garratt, 1992) was also around 0 (not shown
here).

The snow depth estimation was more difficult than for the
two other sites. As there is practically no snow melt, the snow
density (ρsnow) increases with depth and gradually transforms to
ice due to pressure. For the SCM simulations, the snow depth as
modelled by WRF–3D (6.2 cm) was applied.

The soil heat flux G was determined as for the Cabauw
and Sodankylä cases, but now dT/dz was calculated using the
surface temperature and a thermal diffusion model tuned to the
buried thermometers. A conductivity λ = 0.21 W m−1 K−1 was
used, which follows from the measured snow surface diffusivity
(2.9 × 10−7 m2 s−1) and snow density (350 kg m−3) and the heat
capacity of the ice (2108 J kg−1 K−1).

3. Model description and set-up

To evaluate the WRF single-column model (SCM), the full 3D
model provided meteorological fields for the initial input files and
the time-dependent advective forcings. This particular 3D run
will be evaluated as well. In all cases, version 3.2.1 of the model
was used.

3.1. 3D WRF

The WRF model is a mesoscale meteorological model that uses
a vertically stretched σ coordinate with the model top set at
a constant pressure. 60 vertical levels were applied here, with
the highest resolution close to the surface. We used a nested
approach, with horizontally 81 × 81 and 106 × 106 grid cells
for the first and second domain, respectively, and a spatial
resolution of 12 and 4 km, respectively. The centre points of the
domains were set at the coordinates of the observational sites
described in the section on observational data. The domains are
shown in Figure 1. Furthermore, for the Sodankylä and Halley
cases, polar stereographic projections were used, while a Lambert
projection was used for Cabauw. Boundary conditions were
provided by the European Centre for Medium-Range Weather
Forecasts (ECMWF) operational analysis. The cases were run
with a time step of 60 s.

For the 3D runs, the parametrization schemes were selected
following the operational Antarctic Mesoscale Prediction System
(NCAR UCAR, 2013). The BL physics were represented with the
Mellor–Yamada–Janjic local, 1.5 order scheme (MYJ: Mellor and
Yamada, 1982), for which the eddy diffusivities are determined
utilizing the turbulent kinetic energy. The MYJ–BL scheme
runs in conjunction with the eta-similarity surface-layer scheme
(Skamarock et al., 2008; Tastula and Vihma, 2011). For the long-
wave and short-wave radiation, the Rapid Radiative Transfer
Model for General Circulation Models (RRTMG: Iacono et al.,
2008) and Goddard scheme (Chou and Suarez, 1994) were used,
respectively. For the microphysics, the WRF Single-Moment
(WSM) five-class scheme was employed, while for the cumulus
parametrization the Kain–Fritsch scheme was used (Skamarock
et al., 2008). Finally, the four-layer Noah land-surface model
(LSM) was applied (Chen and Dudhia, 2001; Ek et al., 2003).
Note that different layer thicknesses in the WRF model are
applied for land surfaces and sea-ice surfaces (Figure 2).

Considering that the thermal coupling is relatively important
in the SBL for calm wind regimes (e.g. Sterk et al., 2013), the
surface characteristics should be captured accurately. To improve

on the dominating land-surface characteristics of particular cases,
we adjusted the threshold snow depth (SNUP, a threshold value
in meter snow water equivalent: Ek et al., 2003) that determines
100% snow cover, such that the modelled albedo matched the
observed albedo. This is necessary because, with standard WRF
settings, the snow cover remained unrealistically low for grassland,
while it remained unrealistically high for an evergreen needle-leaf
forest: for example, with the standard settings and 200 kg m−3

snow density (ρsnow), 20 cm of snow is needed for 100% snow
cover over grass, while 40 cm of snow is sufficient to have 100%
snow cover over forest (Ek et al., 2003). In reality, though the
ground will be totally covered with snow, trees will stick through
this snow cover (see Figure 2). By adjusting SNUP, a more realistic
snow cover and albedo were obtained.

For the Cabauw case, we altered the SNUP value from 0.04 to
0.005 m, such that the resulting snow fraction obtained an albedo
of around 0.63, as was observed. This SNUP value indicates that
a snow layer of 5 cm is necessary to obtain 100% snow cover
with a ρsnow of about 100 kg m−3, which was indeed found in the
3D model with fresh snow. The snow cover obtained was almost
80%. For the Sodankylä case study, the SNUP in 3D WRF was
changed from 0.08 to 0.7 m, which resulted in an albedo of ∼0.42
and a snow cover of ∼0.54. For the Halley case, we could not
retrieve the observed albedo, due to the fact that the short-wave
radiation was absent during this part of winter. However, when
sea ice is prescribed in the WRF–SCM runs, the snow cover is
automatically set to 100%, so there was no need to change SNUP
for this site.

Figure 3 shows the impact of the adjusted SNUP for both
Cabauw (panels (a) and (b)) and Sodankylä (panels (c) and (d))
for the WRF–3D runs, using thick lines. For Cabauw, where the
albedo with the old SNUP was about 0.3 with a snow cover of
about 16%, there is a smaller isolating effect (larger snow heat
flux G) of the snow layer, which results in higher 2 m temperature
(T2m) compared with the new SNUP run. For Sodankylä, with
the old SNUP simulation, the albedo was about 0.67 with a snow
cover of 98% (the maximum value with snow over land in WRF).
This snow cover is unrealistically high when trees are present, and
results in too low T2m during the day. During the night, the old
SNUP run is actually in better agreement with the observations
regarding T2m than the new SNUP run, although for the wrong
reason, due to the unrealistically high snow cover.

3.2. WRF–SCM

The WRF–SCM is based on the WRF–3D model and uses
the same physics and dynamics. Again, a vertically stretched σ
coordinate was used for the vertical levels, but now 200 levels were
applied, again with the highest resolution close to the surface, up
to the model top at ≈12 km. We performed runs with similar
physics to WRF–3D, but did additional runs with different BL
and long-wave radiation schemes to test which scheme is more
appropriate for the SBL modelling in the different case studies.

In addition to the MYJ–BL scheme, we applied the YSU–BL
scheme (Hong et al., 2006; Skamarock et al., 2008; Hong, 2010),
which is a first-order scheme (similar to Holtslag and Boville,
1993) where, for stable conditions, the eddy diffusivities are
determined using the height, the boundary-layer depth and a
velocity scale determined from the friction velocity and the
stability function (Brost and Wyngaard, 1978; Troen and Mahrt,
1986). The YSU–BL scheme runs in conjunction with the MM5
surface-layer scheme (Skamarock et al., 2008). Note that in the
original WRF version 3.2.1 the stability function φ in YSU was
erroneously implemented; this was corrected in the WRF 3.2.1
version that we use (S. Basu and W. Angevine, 2012; personal
communication; see also Hu et al., 2013; Sterk et al., 2013). In this
approach, mixing is reduced, though there are indications that
in some cases the modelled BL has now become too stable (Sun
and Barros, 2013). Furthermore, the limitation on the friction
velocity (u∗) of 0.1 m s−1 to keep the heat flux from going to
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Figure 2. Illustration of the soil/ice layers in the Noah LSM for the three sites (not on scale). The black arrows indicate the standard thickness of individual layers. The
actual depth of the layer for which calculations are performed is indicated by dotted lines. The grey dashed arrows indicate the top soil/ice layer when snow is present.

zero in very stable conditions has been lowered to 0.001 m s−1

following Jiménez et al. (2012).
In addition to the RRTMG long-wave (LW) radiation scheme,

the ETA Geophysical Fluid Dynamics Laboratory (GFDL) and
the NCAR Community Atmosphere Model (CAM) schemes were
used. The differences between the LW radiation schemes are
mostly in the amount of bands that they use and the molecular
species that they treat (see Skamarock et al., 2008).

Also for the WRF–SCM runs, we altered the value of SNUP
(see section 3.1) for the Cabauw and Sodankylä cases. We did
not use the same value as for the WRF–3D runs for the Cabauw
case, because we applied a similar snow depth to the observed
depth (3.5 cm), which is a bit larger than was found in WRF–3D
(2.7 cm). This was due to the fact that the system in 3D WRF
was located more westerly (∼50 km) than observed. We did use a
similar ρsnow of about 100 kg m−3 as was approximately modelled
in WRF–3D (based on snow temperature and time: Ek et al.,
2003; Wang and Zeng, 2009) for the fresh snow at the start of
the WRF–SCM study period. Then, with a SNUP of 0.006 m, we
obtained a similar albedo to that observed, with a snow cover of
around 0.83. Furthermore, for Cabauw the roughness length z0

was adjusted from the grass/cropland value to the value of snow
as used by WRF, i.e. 1 mm.

The new SNUP for Sodankylä amounted to 0.43 m, resulting
in a snow cover of 0.55. A ρsnow of 200 kg m−3 was now used, as
was modelled approximately with WRF–3D at the WRF–SCM
starting time. WRF–3D modelled a higher snow depth (97 cm
compared with the observed 62 cm), but this bias was already
present at the start of the run and originated from the boundary
conditions provided by the ECMWF. The z0 for evergreen needle-
leaf forest remained unchanged (0.5 m); this is equal to the
regional roughness length calculated for a 2 km × 2 km area

surrounding Sodankylä at the end of winter (Batchvarova et al.,
2001).

For the Halley case, a ρsnow of ∼200 kg m−3 was also modelled,
which was implied in the WRF–SCM as well. For z0, a value of
5.6 × 10−5 m was used, as measured at Halley for the momentum
roughness length (King and Anderson, 1994).

Finally, we adjusted the vegetation fraction in the SCM. In
WRF–3D, this was only 27.8% at Cabauw and 1% at Sodankylä.
This vegetation fraction was determined from a spatially and
monthly varying green vegetation fraction dataset determined
with the satellite-derived global fields, which is interpolated to the
correct day (Gutman and Ignatov, 1998; Ek et al., 2003). However,
we lack confidence in these values, since they are unrealistically
low for the studied sites. In contrast, the ECMWF Integrated
Forecasting System (IFS) applies a more realistic vegetation
fraction of 0.85 for short grass and 0.9 for crops and mixed
farming. Therefore we used a vegetation fraction of 0.85 in
the WRF–SCM runs for Cabauw. At Sodankylä, according to
Batchvarova et al. (2001), about 49% of the surrounding land
is coniferous and deciduous forest. Although the IFS of the
ECMWF operational model applies a vegetation cover of 90%
for evergreen needle-leaf trees (ECMWF, 2013), we decided to
use 49% in the current SCM runs, following Batchvarova et al.
(2001), representing the heterogeneous nature of the Sodankylä
environment.

Figure 3 depicts the effects of all the above-mentioned changes
per step for the three sites. For the SCM no advection was
prescribed and the WRF–3D new SNUP run was used to
determine the initial profiles (see section 4: for Halley, SNUP
was not changed, so the WRF–3D with the original SNUP was
used for the SCM forcings). The grey lines in Figure 3 give the
model results when all original values are used: snow depth from
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(a) (b)

(c) (d)

(e) (f)

Figure 3. Time series for (a,c,e) 2 m temperature T2m (K) and (b,d,f) 10/8 m wind speed Utot 10/8 m (m s−1) for the (a,b) Cabauw, (c,d) Sodankylä and (e,f) Halley
cases. Time series are given for the observations (obs), the WRF–3D run with both original and new SNUP values and the SCM runs with all original settings using
the WRF–3D new SNUP run for the forcings (all orig). For the other SCM runs, every time a new adjustment is added, starting with renewed snow depth following
observations (new snowdepth, not for Halley), additionally increasing the vertical levels from 60 to 200 (new 200l), additionally adjusting SNUP (new SNUP, not for
Halley), additionally adjusting the roughness length (new z0, not for Sodankylä), and additionally adjusting the vegetation fraction (new vegfra, not for Halley). All
SCM runs are without advection, only using the initial profiles from the WRF–3D run with new SNUP values. See the text for further explanation.

WRF–3D, 60 vertical levels, original SNUP, original z0, and the
original WRF–3D vegetation fraction. Note that the other SCM
runs have an additional (new) change each time, counting from
top to bottom and left to right in the legend.

For Cabauw (Figure 3(a) and (b)), we find that the original
SCM run is close to the WRF–3D runs, as the initial profiles
from WRF–3D new SNUP were used, but with the original
SNUP value. When the snow depth is increased to the observed
value (dark blue line), G decreases and T2m decreases and
comes closer to observations, while wind speeds increase slightly
with the higher snow cover. When, additionally, the number of
vertical levels is increased from 60 to 200 (light blue line), T2m

decreases and improves even more (0.8 K lower at the end of

the SCM study period (31 h)), while additionally the 10 m wind
(Utot 10m) decreases and comes into close agreement with the
observations. The sudden peak in T2m just after sunrise (32 h)
is explained by moisture distribution in a thinner layer with
increased vertical resolution, which then increases the incoming
long-wave radiation. The peak dissolves at 34 h, likely due to the
increased wind speed at that time. The next step is to adjust SNUP
for a more realistic higher snow cover (green line). This again
reduces G and leads to an extra 1 K lower T2m at 31 h. When z0 is
adjusted to fit the snow cover better (orange line), T2m increases
somewhat (0.6 K), though a lower skin temperature (Tskin) is
found and thus a stronger temperature gradient close to the
surface. Unfortunately Utot 10m increases slightly (0.2–0.7 m s−1)
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and is therefore less in agreement with observations, due to a
stronger decoupling effect with smaller friction velocity (u∗). The
last modification of increasing the vegetation fraction (purple
line) has a strong impact on the SCM simulations. Due to the
stronger isolating effect of the vegetation and hence smaller G, T2m

decreases strongly (an additional 3.5 K compared with the orange
line) and comes into closer agreement with the observations.

For Sodankylä (Figure 3(c) and (d)), at first sight the adjusted
parameters do not improve the SCM simulations and the original
run (grey line) regarding T2m is one of the better SCM runs
compared with observations (though still almost 8 K too high
at the end of the SCM study period (27 h)). However, this
is due to the unrealistically high 98% snow cover. When the
snow depth is lowered to 62 cm, which is observed (dark blue
line), G increases and T2m increases slightly further away from
observations. When additionally the amount of vertical levels
is increased (light blue line), as with Cabauw, T2m decreases
(an additional 1 K at 27 h) and Utot 10m decreases; the latter, in
particular, resembles observations more. Still, the snow cover is
unrealistically high. To decrease the snow cover, the threshold
value SNUP that determines 100% snow cover must be increased
(green line) (while this had to be decreased for Cabauw). The
decreased snow cover causes an increased G and again a higher
T2m (3.2 K higher at 27 h). Though this is now again further from
observations, it does represent a more realistic snow surface for
Sodankylä. As with Cabauw, an increase in vegetation (purple
line) again has a positive effect on T2m, as this decreases an extra
1.9 K at 27 h with the smaller G and becomes more in agreement
with observations.

Finally, for Halley (Figure 3(e) and (f)), increasing the number
of levels leads to similar model behaviour to the other cases: T2m

and Utot 8m decrease. Additionally, lowering z0 again increases
T2m and decreases Tskin, enhancing the temperature gradient at
the surface, while, with a smaller u∗ that is closer to observations,
Utot 8m increases as for Cabauw.

4. Methodology

This study emphasizes the evaluation of the WRF–SCM over a
snow-covered surface for stable conditions. To compare SCM
results with observations, we needed realistic input for the SCM.
Studies often use a blend of observations and 3D model output to
make an independent estimate of the required forcings (Baas et al.,
2010; Bosveld et al., 2014a). Complete measurements to retrieve
the atmospheric state are not always available and therefore we test
whether the available set of WRF–3D fields provide reasonable
forcings. Hence we will also evaluate one WRF–3D run per study
case.

Regarding the SCM runs, we first performed a run without
lateral forcings (set A). Next, we repeated the SCM runs where
firstly only the geostrophic wind speed (Ug) changed in time (set
B), secondly advection of momentum was added to the forcings
in set B, otherwise known as the horizontal dynamical tendency
of momentum (set C), and thirdly advection of θ and q was
included in addition to set C (set D). Furthermore, SCM runs
were performed where a form of data assimilation was applied
above the BL height (set E). All time-varying parameters were
updated every hour. For an overview of the various forcings, see
Table 2.

In this evaluation, we used only 3D model output with the
new SNUP value for Cabauw and Sodankylä and the output
with standard SNUP for Halley (see section 3.1) to determine
the forcings. Hereto, the thermodynamic profiles were linearly
interpolated to the levels that serve as input for the SCM runs. The
temperature and moisture profiles in the soil layers were taken
from the 3D output directly, though the snow depth was taken
from the observations to ascertain that surface characteristics
are in better agreement with observations compared with the
modelled snow depth.

Table 2. Overview of the particular forcing methods for the WRF–SCM runs.

Label BL scheme LWrad scheme Forcing

A MYJ RRTMG No lateral forcings
B MYJ RRTMG Varying Ug in time
C MYJ RRTMG Varying Ug in time +

momentum advection
D MYJ RRTMG Varying Ug in time + θ , q,

momentum advection
E MYJ RRTMG Force to WRF–3D field above

threshold height
D + YSU YSU RRTMG Varying Ug in time + θ , q,

momentum advection
D + GFDL MYJ GFDL Varying Ug in time + θ , q,

momentum advection
D + CAM MYJ CAM Varying Ug in time + θ , q,

momentum advection

Ug is generally a good approximation of the actual wind speed
above the BL in extratropical synoptic-scale disturbances (Stull,
1988; Holton, 2004). Therefore, above a threshold height, we
defined Ug as the actual wind speed modelled with WRF–3D.

Note that with Ug = 1
ρf

∣
∣
∣

dp
dn

∣
∣
∣, approximately the same values

were obtained. Below this threshold, the geostrophic wind speed
was kept constant to the wind speed at the threshold height. The
threshold height has to be higher than the modelled BL height and
also should not be located in the nose of the low-level jet (LLJ),
to avoid too strong Ug close to the surface and therefore strong
inertial oscillations. The BL height was determined following
Troen and Mahrt (1986) when the bulk Richardson number
reaches the critical value of 0.33, as used by Wetzel (1982) mainly
for radiation dominated BLs (Vogelezang and Holtslag, 1996).

The advection prescribed in this study was determined by
making use of the prognostic equations, where we neglected
the molecular diffusion terms and applied the Boussinesq
approximations (Stull, 1988):

∂θ

∂t
= − Uj

∂θ

∂xj
− 1

ρcp

∂Q∗
j

∂xj
− LvE

ρcp
− ∂(U ′

j θ
′)

∂xj
, (1)

∂q

∂t
= − Uj

∂q

∂xj
+ Sq

ρ
− ∂(U ′

j q′)
∂xj

, (2)

∂u

∂t
= − Uj

∂u

∂xj
− fc(vg − v) − ∂(U ′

j u′)
∂xj

, (3)

∂v

∂t
= − Uj

∂v

∂xj
+ fc(ug − u) − ∂(U ′

j v′)
∂xj

, (4)

where θ is the potential temperature, Uj represents the component
of the wind speed vector in direction j, ρ the air density, cp the
specific heat for dry air, Q∗ the net radiation, LvE the latent
heat, q the specific humidity, Sq the net moisture source term
for the remaining processes not already in the equation, u and
v the u- and v-component of the wind speed respectively, fc the
Coriolis parameter and ug and vg the u and v components of
the geostrophic wind speed, respectively. The variables with a
bar indicate a mean value, variables with a prime indicate the
turbulent fluctuation.

Here, the term on the left-hand side represents the tendency,
the first term on the right-hand side represents advection and
the last term on the right-hand side represents the turbulent flux
divergence. The second and third terms on the right-hand side
in Eq. (1) represent the radiative flux divergence and the change
in temperature associated with latent heat release, respectively. In
Eq. (2), Sq/ρ is the net source term for extra moisture processes.
The second term on the right for the u and v equations is the
geostrophic departure and is a combination of the terms for the
influence of the Earth’s rotation and the pressure gradient forces.
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Above the previously mentioned threshold height, this is equal
to 0. Note that in stationary conditions the advection terms are
known to approximately balance the geostrophic departure term
in the free atmosphere. Although, in our case, conditions are not
stationary, it is clear that the u and v tendencies are very sensitive
to all terms in the momentum equation and hence to the way
they are prescribed for the SCM simulations.

Here, we determined the advection terms as a residual term
from the other terms in the equation, using the WRF–3D results.
We neglected the source term for additional moisture processes,
because there was hardly any precipitation present (0.002 mm for
Cabauw, 0.05 mm for Sodankylä and nothing for Halley in total
for 9 h, as WRF–3D did simulate some clouds during some hours;
see also the sections on the WRF–3D results). The tendencies at
hour Tn were calculated based on the 3D results 1 h preceding
(Tn−1) and 1 h following (Tn+1) hour Tn. For the other required
terms on the right-hand side, we took the average of the preceding,
current and the following hours.

In the additional set E, a form of data assimilation was applied
above the BL height. This was achieved by relaxing the SCM state
above the BL towards a prescribed 3D state on the advection
time-scale (Ghan et al., 1999; Rostkier-Edelstein and Hacker,
2010). In other words, the horizontal advective tendencies were
obtained by the difference between the prescribed 3D field and
the simulated SCM values over the advective time-scale to nudge
the SCM simulation towards the WRF–3D field. The relaxation
was only applied from a certain height above the BL upwards, to
ascertain that the parametrizations in the BL are not affected. We
used the same threshold height as for Ug mentioned above. We
applied a smooth advective time-scale profile, in order not to stop
the nudging at this height too abruptly. Above the threshold level,
this was a small advective time-scale of 600 s, while it increased
tangentially to 10 days over a range of 250 m below this threshold
level.

5. Results

This section describes the model results for the three case studies
over different terrains. For each case, we first discuss the WRF–3D
results that formed the basis for the WRF–SCM forcing files
(with adjusted SNUP for Cabauw and Sodankylä). Hereafter the
WRF–SCM results are evaluated for sets A–E, as well as the runs
with different BL and LW radiation schemes.

5.1. Cabauw

5.1.1. WRF–3D

The WRF–3D model was started at 0000 UTC on 3 February
2012. The first 12 h were considered as spin-up time and are not
shown here. The 3D run represented T2m, Utot 10m and 2 m specific
humidity (q2m) well for the first 10 h (see Figure 4). However,
WRF–3D was unable to capture the strong T2m drop and
remained too warm. Since wind speeds close to the surface were
only slightly overestimated, we do not expect too large mixing
due to excessive wind speeds to be the cause of this temperature
bias. The WRF–3D runs did simulate some clouds at 24 and 25 h
at around 400–800 m; however, we did not see an increase in the
long-wave downward radiation (LW ↓) and therefore this may
not explain the warm bias at the surface. Furthermore, LW ↓
was actually underestimated by ∼3–28 W m−2 during the SCM
study period with WRF–3D. Note that the estimated accuracy of
the measured LW ↓ is ∼4 W m−2 (Vihma et al., 2009), though
errors can be larger when frost, snow, rain or liquid condensate
is present on the domes. Temperatures at 200 m deviated from
the observations by at most 1 K and the wind-speed variations
at this same height were followed nicely as well, though slightly
underestimated by 2 m s−1 at the end of the night (not shown).

Concerning u∗, WRF–3D followed the available data rather
well, but with an underestimation of about 0.05–0.1 m s−1. The

values were rather small, which is typical during calm winds. The
wind-speed profiles were simulated reasonably well at most time
steps (Figure 5). This also held for θ , but after 22 h only for the
higher tower levels, because WRF–3D failed in reproducing the
observed strong inversion.

The WRF–3D model produced a snowfall pattern that was
located to the west (about 50 km) of the observed pattern, which
showed a band of snowfall with a maximum depth generally in
the north–south direction over the middle of the Netherlands.
This partly explained the smaller snowfall than was observed at
Cabauw (2.7 versus 3.5 cm), which affected the simulation of the
near-surface temperature.

The BL modelled with WRF–3D was very shallow and always
below 100 m for the SCM research period between 22 and 31 h.
However, the threshold height to determine Ug should be not
only above the BL, but also sufficiently high above the LLJ not to
generate an unrealistic inertial oscillation when using this wind
speed as Ug for the underlying model levels. A threshold depth
of 400 m fulfilled the criteria nicely. The observed surface Ug

(section 2.1, Table 1) is in good agreement with this derived Ug,
thus supporting this method.

5.1.2. WRF–SCM

Here, results of our WRF–SCM experiments formulated in sets
A–E are presented, followed by the experiment results with other
BL and radiation schemes. All runs are with the snow depth as
observed, 200 vertical levels, adjusted SNUP and z0 and increased
vegetation fraction (section 3.2). The runs were started at 22 h,
when the situation became cloud-free, which is beneficial for the
development of a very stable BL. Since we are mostly interested in
the model performance during stable conditions, we will evaluate
the WRF–SCM performance between 22 and 31 h (0700 UTC in
the morning, just before sunrise).

The time series and vertical profiles after 31 h (the end of the
night) in Figures 4 and 5 for the different forcing methods are
indicated with sets A–E. The same parametrization schemes as
in the WRF–3D run were used. Clearly, the 3D and SCM runs
differ substantially for T2m and q2m. Mostly this was explained
by the underlying medium and not, to a significant degree, the
atmospheric forcings, as was explained in section 3.2. Due to the
stronger and more realistic insulating effect accompanying the
increased vegetation fraction, all these runs simulated a colder
T2m than WRF–3D, one closer to the observed T2m, though the
WRF–SCM was unable to capture the strong temperature drop
around 26 h.

The differences for the T2m simulations between sets A–E
were rather small. Better results for T2m were obtained when
temperature and moisture advection were included (set D),
decreasing the bias by about 0.8 K at 31 h compared with neglected
advection (set A), while for the higher levels a slightly higher θ was
simulated (up to about 0.6 K at 200 m), decreasing the bias here
as well. Therefore, with set D, larger θ gradients were modelled.
The temperature profiles showed that a varying Ug in time (set
B) as well as momentum advection (set C) did not influence the
temperature profile substantially. Also interesting was the profile
of set E, where the profile above 400 m was nudged towards the
WRF–3D field. Indeed, the higher levels followed the WRF–3D
profiles, but this also influenced the profile below 400 m, where it
appeared that the cold air could not be transported upwards and
was therefore captured in the layer below, resulting in a stronger
capping inversion just below 400 m that was not seen in the other
runs. This trapping indeed appears to be caused by the nudging,
as with an altered threshold height a similar model behaviour was
found just below this threshold height (not shown).

The 10 m wind speed, Utot 10m, was modelled reasonably well,
especially for set A. However, at higher levels the run went
immediately through an inertial oscillation that disagreed with
the higher level tower observations. This was especially clear with
the hodograph at 80 m (Figure 4(e)), which was approximately
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(a) (b)

(c)

(e)

(d)

Figure 4. Time series for the Cabauw case for (a) 2 m temperature T2m (K), (b) 10 m wind speed Utot 10m (m s−1), (c) 2 m specific humidity q2m (g kg−1), (d) friction
velocity u∗ (m s−1) and (e) the hodograph at 80 m (wind speeds in m s−1), where the asterisk indicates the time of the start of the WRF–SCM simulations (22 h). As
the measurements are performed every 10 min, the SCM output is provided every 5 min and the WRF–3D output is provided hourly, only the full hours since the
starting time are indicated with dots to show the progression in time. Time series are given for the observations (obs), the WRF–3D run (3D run), the WRF–SCM
simulations for the different forcing methods (set A–E) and WRF–SCM with the YSU–BL scheme (D + YSU) and with various LW radiation schemes (D + GFDL,
D + CAM).

the LLJ altitude of the observations, but also at other levels. Also,
when Ug only was altered in time (set B), the modelled wind-
speed profiles deviated a lot from reality, especially in the first few
hours, though better agreement was found at hours 28–30. This
also follows from the reduced mean bias error at 200 m (Table 3),
though the biases increase at 10 m. Even further improvements
were found when momentum advection was included as well
(sets C–D): when compared with set A, biases were halved at
200 m. After 27 h, Utot 10m remained slightly too high for sets
C–D, though with ∼0.7 m s−1 this was reduced compared with
∼1–1.5 m s−1 for set B. Note that the set C and D runs overlapped
mostly for the wind-speed simulations, indicating that θ and q
advection did not really influence the wind simulations in this
case. This was confirmed by the wind-speed profile at 31 h (and
other hours, not shown here). These profiles also indicated that
the momentum advection was very important in modelling the
correct wind speed, though we must keep in mind that the LLJ is a
dynamical phenomenon and hence simulations and observations

may be in different phases at the time of the profile. However,
studying the profiles at other hours by eye indicated that, overall,
the sets with momentum advection yielded better wind-speed
profiles (not shown). From the hodograph in Figure 4(e), we
find that the observations do follow some inertial oscillation at
80 m. As mentioned before, this also holds for set A, though this
is not at the correct magnitude. Sets B and E also go through
an oscillation. This is not as clear for the runs with prescribed
momentum advection that follow the WRF–3D results at 80 m
more closely, which shows that the model is very sensitive to
the advection term in Eqs (3) and (4). The oscillation is clearer
with set C–D at other levels. Finally, with set E, also for wind
speed, the nudging above the 400 m threshold level is felt by the
underlying air, where an oscillation occurred right below this
threshold height, possibly due to the fact that this layer could not
transport its momentum upwards properly.

An analogous effect was found for the specific humidity (q)
profiles (Figure 5), where, with set E, the SCM was forced to
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(a) (b)

(c)

Figure 5. Vertical profiles for the Cabauw case at 31 h, after 9 h of WRF–SCM simulation, for (a) potential temperature θ (K), (b) total wind speed Utot (m s−1) and
(c) specific humidity q (g kg−1). (For an explanation of the legend, see Figure 4.)

a state with less q above 400 m, while in this way the moisture
was kept in the layer below this height. The runs without any
moisture advection corresponded to the tower data up to the
80 m level, though above that they remained too humid. With set
D, the surface specific humidity was simulated better, but the run
became somewhat too dry at higher levels up to 80 m, though
the bias was decreased compared with sets A–C for even higher
tower levels.

Regarding u∗, the WRF–SCM simulated this slightly higher
than WRF–3D, but still a bit lower than observed at the start of
the run and slightly too high after sunrise.

In summary, when we compare the runs with different forcings
for this case over snow-covered grass in Cabauw for low wind
speeds, it appeared that some form of advection is important.
Without any advection, or only changing Ug in time, the runs
deviate strongly from the observations and the WRF–3D field
(though the latter is not free from errors either). This appeared
to be very important for wind speed. Due to the fact that this
was a low wind-speed case, turbulence is relatively weak and thus
the turbulent flux divergence becomes relatively small and the
other terms in Eqs (1)–(4) become relatively more important
(Savijärvi, 2006, 2013). Also, when we compare the radiative flux
divergence with the turbulent flux divergence in Eq. (1) for set D,
we find for Cabauw close to the surface a turbulent flux divergence
varying from −1 K h−1 at the first hour to −0.24 K h−1 at the
end of the night, while the radiative flux divergence has a more
continuous value of ∼ −0.15 K h−1, indicating the importance
of radiative processes at these low wind speeds (Savijärvi, 2006,
2013). The advection is rather small close to the surface, but
becomes relatively more important higher up. Moreover, we
confirm that moisture advection was also very important and
therefore we recommend applying advection for all variables, e.g.
θ , q and momentum.

The SCM runs were repeated with the revised YSU–BL scheme
(section 3.2). We performed the runs with all permutations (set
A–E), as with the MYJ–BL scheme, however, the results for the
five sets were similar to what we saw earlier. Thus we only show

the YSU run with changing Ug and momentum, q and θ advection
here (set D + YSU).

The T2m behaviour is also simulated rather well with YSU:
even lower temperatures were reached compared with MYJ. This
increased the bias before 26 h and decreased the bias after this
time. The stratification was represented better with a stronger
exponential, or concave upwards, shaped profile (though this
was too strong at the start of the run (not shown here)). This is
interesting, since Utot 10m was strongly overestimated and it could
be expected that this excessive wind speed will mix the BL more
efficiently, leading to a weaker stratification. The LLJ was located
at a lower altitude than with MYJ and too low compared with
observations, though the observed ‘S’ shape in the wind-speed
profiles was simulated as well (also, with MYJ, this ‘S’ shape
vanished an hour later). Also u∗ was somewhat lower compared
with the other SCM runs, hinting at a possible decoupling effect.
The magnitude of the sensible heat flux (H) decreased strongly
compared with the MYJ runs and was closer to the observations,
which also followed from the reduced bias (Table 3). Possibly
the simulation was in the very stable regime, where H decreases
with increasing stratification close to the surface (Holtslag et al.,
2007), which would again indicate a decoupling effect between
the BL and the surface. Then the weaker turbulence would lead to
reduced momentum loss to the surface, explaining the too-high
wind speeds (Rinke et al., 2012).

The latent heat flux (LvE) towards the surface, on the other
hand, increased compared with the other SCM runs (around
−10 compared with −5 W m−2). This is explained by the larger
amount of atmospheric moisture present within YSU, as was also
found in the q profile and q2m time series, for which it is seen
that a humidity inversion does not really develop. Since q above
∼160 m was equal to q in set D, it is unlikely that this enhanced
amount of q below this level for YSU is due to entrainment from
higher levels. Since a clear temperature inversion does develop,
a similar behaviour would be expected for humidity because the
exchange coefficients in the surface layer and the eddy diffusivities
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Table 3. Mean bias error (MBE), root-mean-square error (RMSE) and median of the absolute error between model simulations and observations, for the period of
22–31 h, for the Cabauw case for the following variables: 2 and 200 m temperature in K (T2m and T200m), 10 and 200 m wind speed in m s−1 (Utot 10m and Utot 200m),
2 and 200 m specific humidity in g kg−1 (q2m and q200m), sensible (H) and soil heat flux (G) in W m−2, net radiation in W m−2 (Qnet) and downward (LW ↓) and
upward (LW ↑) long-wave radiation in W m−2. Numbers in italic denote the run with the smallest bias between runs with various forcing methods (set A–D), those

in bold the run with lowest bias between all WRF–SCM runs (based on multiple decimals).

A B C D D + YSU D + GFDL D + CAM

MBE T2m 2.1 1.9 2.0 1.8 0.4 1.6 1.3
T200m −0.6 −0.6 −0.6 −0.3 −0.3 −0.3 −0.4

Utot 10m 0.2 0.6 0.4 0.4 1.2 0.4 0.4
Utot 200m −1.7 −0.9 −0.8 −0.8 −0.7 −0.8 −0.8

q2m 0.15 0.10 0.12 0.08 0.56 0.07 0.06
q200m 0.18 0.18 0.18 0.05 0.05 0.05 0.05

H −16.9 −16.9 −17.0 −17.0 −5.8 −17.7 −17.1
G −25.0 −24.2 −24.5 −25.3 −28.3 −26.2 −26.6

Qnet −28.7 −29.8 −29.4 −30.7 −26.8 −32.5 −31.6
LW ↓ −16.6 −16.8 −16.7 −19.1 −19.1 −22.1 −21.7
LW ↑ 12.1 13.0 12.7 11.6 7.6 10.4 9.8

RMSE T2m 3.0 2.7 2.8 2.7 2.0 2.6 2.3
T200m 0.8 0.8 0.8 0.5 0.4 0.5 0.5

Utot 10m 0.3 0.9 0.5 0.5 1.3 0.5 0.5
Utot 200m 1.9 2.1 1.0 1.0 0.9 1.0 1.0

q2m 0.25 0.19 0.21 0.19 0.63 0.18 0.18
q200m 0.20 0.20 0.20 0.10 0.10 0.10 0.10

H 17.4 17.4 17.5 17.5 6.9 18.2 17.6
G 25.1 24.2 24.5 25.3 28.3 26.3 26.7

Qnet 29.1 30.1 29.7 31.0 27.2 32.8 31.9
LW ↓ 17.8 17.9 17.8 20.0 20.0 22.8 22.6
LW ↑ 12.7 13.7 13.4 12.3 8.7 11.2 10.7

Median T2m 3.0 2.6 2.7 2.6 1.9 2.4 2.0
T200m 0.7 0.7 0.7 0.5 0.4 0.5 0.5

Utot 10m 0.2 0.8 0.4 0.4 1.3 0.4 0.4
Utot 200m 1.8 1.3 0.9 0.9 0.8 0.9 0.9

q2m 0.28 0.21 0.23 0.20 0.74 0.19 0.19
q200m 0.16 0.16 0.16 0.09 0.09 0.09 0.09

H 18.1 17.4 18.3 18.3 6.5 19.0 18.2
G 25.5 24.3 24.6 25.7 28.0 26.7 27.0

Qnet 28.3 29.6 29.1 30.1 26.1 31.9 30.9
LW ↓ 16.6 16.8 16.8 18.6 18.4 21.7 21.2
LW ↑ 13.2 14.1 13.9 12.7 8.8 11.5 11.1

Note: for H these values are determined for the period of 22–26 h only, due to the erroneous measurements at later times. Measurements for LvE were faulty for the
entire period and therefore errors are omitted here. Set E is omitted here, due to the non-physical behaviour below the threshold height for relaxation towards the 3D
field.

in the boundary layer are the same for both heat and humidity.
This will be investigated in a future study.

The increase in LvE with YSU was likely due to the increased
wind speeds close to the surface, in combination with the larger
moisture gradient between the surface and the 2 m level. The
conductive heat flux (G) was a bit stronger at the start of the run
(∼ −37 W m−2 with YSU, compared with ∼ −15 W m−2 with
MYJ), due to the lower Tskin, and comparable to the other SCM
runs from 26 h onwards.

Regarding the LW radiation schemes, both GFDL and CAM
improved on the simulation of T2m and q2m by decreasing these
values. However, this also resulted in lower values higher up,
increasing the biases there. Unfortunately, the LW downward
radiation (LW ↓), which was already underestimated, was now
underestimated even more (Table 3). Therefore it appears that
RRTMG performed best here. Similar results were seen for differ-
ent LW radiation schemes in combination with YSU (not shown).
Varying the radiation scheme did not seem to affect the wind field.

Overall, as long as the forcings are prescribed properly, both the
MYJ and YSU–BL schemes perform reasonably well in simulating
the SBL for this case over snow-covered grass. With YSU, the θ
profiles are better forecasted than with MYJ, while with MYJ
better wind profiles can be simulated. In a companion article,
we perform a sensitivity analysis to study whether we can obtain
similar improvements by adjusting the intensity of some of the
governing processes in the SBL. Varying the LW radiation schemes
led to smaller differences between the simulations, but RRTMG
seems the better LW radiation scheme in that it underestimates
LW ↓ the least.

5.2. Sodankylä

5.2.1. WRF–3D

The WRF–3D model was started at 0000 UTC on 26 March 2009.
The 3D run performed very well for the first few hours (after
the 12 h spin-up period) regarding T2m and Utot 10m (Figure 6),
but, as for the Cabauw case, it remained too warm when the sun
set. At this time also the observed Utot 10m vanished, which was
not captured by WRF–3D, though the modelled wind speed was
mostly below 1.3 m s−1. Compared with sounding observations at
0000 UTC on 27 March (6 h into the SCM simulation, Figure 7),
near-surface temperatures remained too high, with the strongest
biases close to the surface, and temperatures above 60 m were too
low. This underlines that, as with Cabauw, the stratification was
not strong enough. The LLJ was modelled at about the correct
height at 6 h and with only a slightly lower magnitude; later, the
LLJ was located a bit too high, with slightly stronger wind speeds
than observed (∼ 0.5 m s−1 too high). WRF–3D followed the
sounding data above 100 m nicely for wind speed and was in good
agreement with the tower data, though it missed the observed
vanished winds at the lowest tower level.

The warm bias during night time could be partly explained
by the overestimated q (Figures 6 and 7). Though q was also
overestimated before night-time, the bias increased somewhat
during the night. This also resulted in an overestimated LW ↓
(∼1.5 W m−2 at the start and ∼7 W m−2 at the end of the SCM
study period), while for Cabauw this was underestimated. This
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Figure 6. Time series for the Sodankylä case for (a) 2 m temperature T2m (K), (b) 10 m wind speed Utot 10m (m s−1), (c) 2 m specific humidity q2m (g kg−1), (d) friction
velocity u∗ (m s−1) and (e) 47 m wind speed Utot 47m (m s−1). Time series are given for the observations (obs), the WRF–3D run (3D run), the WRF–SCM simulations
for the different forcing methods (set A–E), the WRF–SCM simulation with initial specific humidity profile based on observations (D + qobs) and WRF–SCM with
the YSU–BL scheme (D + YSU) and with various LW radiation schemes (D + GFDL, D + CAM).

overestimated LW ↓ may also be related to the low clouds that
were modelled for the lowest model levels for 2000–2300 UTC
and for 2000 UTC the next day. For other time steps, the cloud
fraction was 0 or below a fraction of 0.1. We see a slight increase in
LW ↓ at 20 h, but this decreases again right after that. However,
for clear skies, LW ↓ was also overestimated (∼1.5–5 W m−2 in
the 6 h prior to the SCM study period), making it unlikely that
the present clouds are the main contributor to the overestimated
temperatures close to the surface, as these were modelled better
in the 6 h prior to the SCM study (Figure 6(a)).

The BL was very shallow during the night, as the critical
Richardson number was already reached below the first model
level. The friction velocity u∗ was around 0.1 m s−1, slightly higher
than the available measurements. As a threshold height for Ug

for the SCM runs, the 300 m height was chosen, which is located
sufficiently above the LLJ and the BL height.

5.2.2. WRF–SCM

Next, WRF–SCM results are presented for the Sodankylä case for
sets A–E and the runs with different BL and radiation schemes

(Figures 6 and 7). All runs are with the snow depth as observed, 200
vertical levels, adjusted SNUP and increased vegetation fraction
(see section 3.2). The period of interest was from 1800 UTC on 26
March 2009, which was the first hour after sunset, until 0300 UTC
(27 h) the next day, which was just before sunrise. During this
time, stable conditions were observed along the tower.

T2m modelled with the WRF–SCM was improved compared
with WRF–3D by a few K, depending on the forcings, resulting
in a stronger θ gradient. Differences between sets A–D were
small close to the surface, though, higher up in the θ profile,
slightly lower temperatures (∼0.7 K at 60 m) were found for set
D compared with sets A–C. Even better T2m was obtained with
set E; however, the artificial inversion below the threshold height
of 300 m was again present, as with the Cabauw case, though less
strong.

For wind, again differences close to the surface were small
(Figure 6(a)), though now large differences between the sets were
found at higher levels (Figures 6(e) and 7(b)). As for Cabauw,
prescribing advection strongly impacts the simulated wind speed.
Regarding the profiles in Figure 7(b) at 0000 UTC, results from
sets C–D were in better agreement with the sounding data,
compared with sets A–B. At least between 100 and 400 m,
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Figure 7. Vertical profiles for the Sodankylä case at 0000 UTC, 6 h into the WRF–SCM simulation when sounding data were available, for (a) potential temperature
θ (K), (b) total wind speed Utot (m s−1) and (c) specific humidity q (g kg−1). (For an explanation of the legend, see Figure 6; sounding data are indicated with red
asterisks.)

the biases between sets C–D and observations were within
0.25 m s−1, while they reached up to 1.2 m s−1 for set A and
up to even 2.5 m s−1 for set B, supporting the supposition that
prescribing proper momentum advection was necessary. At this
particular time, sets C–D underestimate the higher level tower
data compared with the other sets, though the general bias over
9 h at 47 m decreases somewhat (Table 4) and indeed a better
agreement with the tower data for sets C–D is seen at other times
(not shown).

For Sodankylä, information about the wind direction and
thus the wind components was unavailable for the tower levels.
To evaluate the model skills for higher level wind speeds, the
47 m wind speed (Utot 47m) time series are shown in Figure
6(e), instead of the hodograph. This figure also indicates
that prescribing momentum advection was beneficial for the
WRF–SCM simulation, especially for the first hours of the
simulation, which already followed from the decreased biases
between model runs and observations at 47 m (Table 4).

Part of the explanation for the overestimated temperature
is the overestimated q, as already found with WRF–3D. It is
interesting that lower temperatures were found with WRF–SCM
compared with WRF–3D, but q was overestimated even more.
These lower temperatures could be explained by the smaller G
found with WRF–SCM compared with WRF–3D, due to the
adjusted surface characteristics, such that heat was less easily
transported from the deeper soil layers to the surface. Prescribing
moisture advection was beneficial for q2m and the q profiles, in
comparison with not prescribing it.

Interestingly, LW ↓ was not too far off, with a mean bias error
(MBE) of ∼4.3 W m−2 (slightly overestimated; for Cabauw this
was underestimated), even though q was strongly overestimated.
This again may point to a deficiency in the LW radiation scheme.
According to Zhang et al. (2001) and Svensson and Karlsson
(2011), the clear-air LW ↓ is more sensitive to small changes
in the q profile for cold and dry conditions than for warm and

humid conditions. Consequently, q is then very important for
the radiation balance at the surface. When we prescribed the
initial moisture profile from the average of the soundings at 1130
and 2330 h on 26 March and the lower tower levels, to test the
sensitivity of the WRF–SCM runs to the initial set-up of the
moisture, the run started with a correct q2m but immediately
tried to regain a balance by increasing q2m. Furthermore, q was
underestimated at higher levels compared with the sounding data
(Figure 7). We did see a positive effect of lower q in the decreased
θ and about 1 K lower T2m at the end of the night. Also, now
the LW ↓ bias has decreased compared with the D run and has
become very small (Table 4). Again, we point out that this may
be for the wrong reasons, since q was overestimated below about
40 m and underestimated at the higher levels.

When we again compare the radiative and turbulent flux
divergence from Eq. (1) for set D to study the effect of the
radiative processes, we see that the radiative flux divergence can
reach up to −4 K h−1 at the start of the run, which decreases to
∼ −2.3 K h−1 at 9 h. For the turbulent flux divergence, this is ∼
2.4–1.9 K h−1 at 1 and 9 h respectively. This is now positive, as
was also found in Tjemkes and Duynkerke (1989), due to that
turbulence has to warm the layer close to the surface, since the
radiative cooling is much larger than the total cooling rate in the
BL. Indeed, at higher levels, negative values for both components
are found. Both processes are of comparable magnitude, which
again shows the importance of the radiative processes.

Runs were repeated with the revised YSU–BL scheme with
time-changing Ug and momentum, q and θ advection. Strong
differences are seen compared with MYJ. With YSU, T2m biases
were greatly reduced (despite the even stronger overestimated
q), while temperature biases increased for the highest two tower
levels, with simulated temperatures being too high. Therefore,
YSU was able to generate a very stably stratified BL, which in fact
became somewhat too stable, as was found for the first few hours
with the Cabauw case and in previous research (Sun and Barros,
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Table 4. Mean bias error (MBE), root-mean-square error (RMSE) and median of the absolute error between model simulations and observations, for the period
18–27 h, for the Sodankylä case for the following variables: 2 and 48 m temperature in K (T2m and T48m), 10 and 47 m wind speed in m s−1 (Utot 10m and Utot 47m), 2
and 48 m specific humidity in g kg−1 (q2m and q48m), sensible (H), latent (LvE) and soil heat flux (G) in W m−2, net radiation in W m−2 (Qnet) and downward (LW ↓)
and upward (LW ↑) long-wave radiation in W m−2. Numbers in italic denote the run with the smallest bias between runs with various forcing methods (set A–D),

those in bold the run with the lowest bias between all WRF–SCM runs (based on multiple decimals, D + qobs is not included).

A B C D D + qobs D + YSU D + GFDL D + CAM

MBE T2m 6.4 6.3 6.4 6.4 5.9 0.2 7.1 5.7
T48m 0.7 0.7 0.7 0.1 −0.1 1.1 0.4 −0.3

Utot 10m 0.6 0.7 0.6 0.6 0.6 1.4 0.6 0.6
Utot 47m 0.6 1.1 0.1 0.1 0.1 0.2 0.1 0.1

q2m 0.75 0.74 0.75 0.64 0.36 0.81 0.65 0.63
q48m −3.45 −3.45 −3.45 −3.51 −3.80 −3.44 −3.51 −3.52

H −16.7 −17.0 −16.8 −16.8 −18.0 −13.8 −15.8 −17.4
LvE −2.1 −2.1 −2.1 −1.9 −1.4 −5.8 −1.8 −2.0
G −1.0 −1.0 −1.0 −1.0 −1.7 −1.5 −0.2 −1.5

Qnet 18.1 17.8 18.0 18.2 16.5 18.2 20.4 16.9
LW ↓ 4.3 4.2 4.3 4.5 −1.1 1.9 11.5 0.5
LW ↑ −12.6 −12.5 −12.5 −12.6 −16.5 −15.1 −7.7 −15.3

RMSE T2m 6.6 6.5 6.6 6.6 6.1 1.1 7.4 5.8
T48m 2.0 1.9 2.0 1.7 1.6 2.3 1.9 1.5

Utot 10m 0.8 0.9 0.8 0.8 0.8 1.5 0.8 0.8
Utot 47m 0.9 1.4 0.7 0.7 0.7 0.8 0.7 0.7

q2m 0.76 0.75 0.76 0.64 0.37 0.82 0.66 0.64
q48m 3.66 3.66 3.66 3.68 3.95 3.62 3.68 3.69

H 16.9 17.2 17.0 17.0 18.2 14.3 16.0 17.7
LvE 2.1 2.2 2.2 1.9 1.5 5.8 1.8 2.0
G 4.2 4.2 4.3 4.2 4.3 4.1 4.0 4.3

Qnet 19.2 18.9 19.2 19.4 17.8 19.2 21.7 18.2
LW ↓ 4.5 4.4 4.5 4.6 1.6 2.1 11.6 1.1
LW ↑ 14.7 14.5 14.8 14.5 17.9 16.3 10.2 16.9

Median T2m 6.8 6.6 6.9 7.0 6.6 0.9 7.9 6.2
T48m 1.7 1.7 1.8 1.4 1.3 2.3 1.7 1.2

Utot 10m 0.9 0.9 0.7 0.7 0.8 1.2 0.7 0.7
Utot 47m 0.7 1.1 0.6 0.6 0.6 0.5 0.6 0.6

q2m 0.80 0.79 0.81 0.62 0.37 0.83 0.64 0.62
q48m 3.27 3.28 3.27 3.33 3.62 3.23 3.32 3.33

H 16.3 17.1 16.5 16.5 17.7 13.1 15.5 17.5
LvE 2.2 2.2 2.2 1.9 1.5 5.8 1.8 2.0
G 3.0 3.0 3.1 3.0 2.8 2.8 3.2 2.8

Qnet 16.6 16.0 16.8 16.7 15.1 16.6 18.9 15.8
LW ↓ 4.4 4.3 4.4 4.8 0.7 2.0 11.5 1.0
LW ↑ 10.6 10.1 10.7 10.9 14.8 13.6 5.8 13.9

Note: Set E is omitted here, due to the non-physical behaviour below the threshold height for relaxation towards the 3D field.

2013; Kleczek et al., 2014). As for Cabauw, stronger near-surface
wind speeds were simulated with YSU and biases increased. Again,
a stronger LLJ at a lower altitude was modelled, which was for
most time steps too strong and at too low an altitude (up to
1.5 m s−1 too fast and up to 20–40 m too low), but the sharpness
of the LLJ nose was in better agreement with observations than
with the SCM runs with MYJ. Furthermore, a strong shift was
observed around 28 h, where T2m increased strongly and wind
speeds decreased strongly. At this time the sun rises, resulting in
a lot of mixing and a dilution of the strong stratification, which
is more efficient with YSU. This also explained the increase in u∗
after this time.

The runs with set D were also repeated with two different
LW radiation schemes (D + GFDL and D + CAM). With
GFDL and CAM, higher and lower temperatures were obtained,
respectively, than with set D and the RRTMG LW radiation
scheme, while for the Cabauw case both schemes simulated lower
temperatures. Apparently, these schemes handle these challenging
conditions with low q differently from the Cabauw case. Very
minor differences were found in q2m and the q profile; however,
the LW ↓ bias increased and decreased for GFDL and CAM
respectively, compared with the case when RRTMG was used.
In fact, LW ↓ modelled with CAM was in good agreement with
the observations during the night, though overestimated after
sunrise, despite the already overestimated q. The influence of the
LW radiation scheme on the wind-speed simulations was again
negligible.

5.3. Halley

5.3.1. WRF–3D

The WRF–3D model was started at 0000 UTC on 15 May 2003.
The SCM study started at 8 h on 18 May 2003, therefore the
spin-up time for the Halley case was longer than for Cabauw
and Sodankylä. However, this may be necessary due to the
limited observations in this area and thus limited influence of
observations on the ECMWF boundary conditions, so that the
model may require more time to reach equilibrium with the
underlying medium. Time series are shown from 0 h on 18 May
2003 onwards, assuming 72 h spin-up.

Initially, WRF–3D underestimated T2m (Figure 8), from
the starting time of the WRF–SCM simulations onwards,
this recovered and observations were followed better, though
underestimations of up to ∼5 K were found. The wind-speed
variation at the 8 m level (Utot 8m) was followed accurately by the
WRF–3D model as well, but Utot 8m was slightly underestimated
with 0–3 m s−1.

Modelled profiles after 9 h of simulation (Figure 9) indicated
an underestimation of the temperature inversion for Halley,
consistent with the results for Cabauw and Sodankylä. The near-
surface θ matched well, but θ at 32 m was modelled almost 8 K too
low. Regarding the wind-speed profiles, we found that the order of
magnitude was in agreement with the observations, although the
LLJ observed at 10 m height was not reproduced with WRF–3D
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Figure 8. Time series for (a) 2 m temperature T2m (K), (b) 8 m wind speed Utot 8m (m s−1), (c) 2 m specific humidity q2m (g kg−1), (d) friction velocity u∗ (m s−1)
and (e) the hodograph at 8 m (wind speeds in m s−1), where the asterisk indicates the time of the start of the WRF–SCM simulations (8 h). As the measurements are
performed every 10 min, the SCM output is provided every 5 min and the WRF–3D output is provided hourly; only the full hours since the starting time are indicated
with dots to show the progression in time. Time series are given for the observations (obs), the WRF–3D run (3D run), the WRF–SCM simulations for the different
forcing methods (set A–E), the WRF–SCM simulation with the initial q profile based on observations (D + qobs) and WRF–SCM with the YSU–BL scheme (D +
YSU) and with various LW radiation schemes (D + GFDL, D + CAM).

at this time step. At other time steps, the LLJ was reproduced (not
shown) but at too high an altitude (about 30–60 m).

The cold bias may be explained by, amongst other things,
too low q2m (0.05–0.2 g kg−1) and q at the higher levels. With a
modelled amount of 0.18 g kg−1 at 32 m, the model did not even
contain half the observed q (0.43 g kg−1). Note that the sounding
at 3 h after the start of the WRF–SCM simulation indicated a q of
∼0.35 g kg−1 at around 150 m, which decreased to 0.31 g kg−1

at 500 m, for which the WRF–3D run simulated 0.23 and
0.29 g kg−1 respectively, hinting at a better representation higher
up. Unfortunately, only one sounding per day was available, so
that we could not compare model results with observations higher
than 32 m at other time steps. Though there were some clouds
modelled at around 5 and 8 km, LW ↓ was underestimated with
∼23–30 W m−2. We expect the clouds to have a minor influence
on the SCM simulations in this case, since SCM results in which
clouds were kept absent had a similar amount of LW ↓.

The modelled BL was very shallow and varied between 20
and 40 m during the WRF–SCM study period. The modelled u∗
followed the observed decrease accurately just before the start
of the WRF–SCM simulations, but remained too high later on
(0.07–0.11 m s−1 versus the observed 0.01–0.08 m s−1 (excluding
some spikes)). As a threshold height for Ug used in the WRF–SCM
simulations, the 300 m height was chosen, which again was located
sufficiently above the BL height and the LLJ.

5.3.2. WRF–SCM

Here, WRF–SCM results for Halley, for sets A–E and the runs
with different BL and radiation schemes, are described (Figures 8
and 9). The evaluation period ranged from 8 to 17 h on 18 May
2003 and was characterized by stable conditions and low wind
speeds. Since the episode covered a polar night, we decided to
keep the study period 9 h, i.e. equal to those for Cabauw and
Sodankylä.
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Figure 9. Vertical profiles for the Halley case at 17 h on 18 May 2003, 9 h into the WRF–SCM simulation, for (a) potential temperature θ (K), (b) total wind speed
Utot (m s−1) and (c) specific humidity q (g kg−1). (For an explanation of the legend, see Figure 8.)

WRF–3D modelled the surface conditions as sea ice with 100%
snow cover for 6.2 cm of snow, which had ρsnow ≈ 200 kg m−3.
This was applied in the WRF–SCM as well, since it is difficult
to determine the actual observed snow depth due to the gradual
transition from snow to firn to ice in those regions. Though Halley
is in reality located on an ice shelf of about 100 m, we do not
expect a large influence of the underlying ocean boundary at 3 m
depth (the standard sea-ice depth used in WRF) at this time-scale.
We furthermore adjusted the z0 of the snow to 5.6 × 10−5 m, as
was measured at the Halley location (King and Anderson, 1994).

In contrast to results for Cabauw and Sodankylä, the T2m

results deteriorated with the WRF–SCM for Halley. The cold bias
already modelled with WRF–3D increased even more, the extent
depending on the forcing type. Without temperature advection
(set A–C), we noticed a runaway cooling effect for which the
simulated T2m deviated more and more from reality, up to 6 K
after 9 h. When temperature advection was prescribed (set D),
T2m was fairly similar to the 3D output, though about 1 K lower
for the first few hours. The θ profiles also benefited from the
prescribed θ advection, since the near-surface θ of set D was
more in agreement with observations. At the highest tower level,
θ remained underestimated by ∼8 K with set D, though this bias
was reduced from an underestimation of ∼13 K with set A–C. For
all forcing types, the θ inversion remained too weak compared
with the observations, though with set D the inversion became
slightly stronger. Also, with set E T2m remained too low and, as
for the other cases, the artificial inversion was modelled in the θ
profile.

For wind speed, similar results to those for WRF–3D were
found, with set D in the Utot 8m time series, and for set B and
E strong oscillations were simulated, which after around 17 h
actually matched the order of magnitude of the observed Utot 8m

nicely, though in our study period the strong decrease was not
observed. Though biases did not differ much at 8 m (Table 5), they
decreased greatly at 32 m (and 2 m, not shown) with prescribed

momentum advection. This was confirmed by the wind profiles
(Figure 9(b) and at other hours, not shown), and by the hodograph
for 8 m which is approximately the LLJ height of the observations
(Figure 8(e)), where the wind-speed magnitude for set C–D was
in the range of what was observed. This holds even more so for
2 and 32 m (not shown). Again, for set E, the model felt the
restriction at the 300 m level in the wind-speed profile.

Considering q2m, the WRF–SCM was too dry and the deficiency
increased when moisture advection was absent. The q profile
also showed a strong underestimation and too weak a moisture
inversion. Slightly higher q values were found up to 130 m for set
D; not prescribing q advection leads to even lower q compared
with WRF–3D. To test the sensitivity of the WRF–SCM to the
initial q profile, we performed an additional simulation with an
initial q profile based on a linear interpolation in time between
the soundings on 17 and 18 May 2003, combined with the
tower data. This showed a clear improvement in q2m (mean bias
error decreased from −0.11 to −0.03 g kg−1, see Table 5) and
a slight improvement for T2m (mean bias error decreased from
−1.4 to −0.9 K). Although the moisture inversion strength was
still underestimated, it was modelled better than when using
the WRF–3D initial q profile. Biases in Table 5 also indicated
improvements in temperature and humidity along the tower.
Changes in the wind simulations were negligible.

Also for Halley, we compared the radiative and turbulent flux
divergence with set D. As for Sodankylä, we found a positive
turbulent heat flux divergence of ∼0.46–1.3 K h−1, though this
decreased to a negative value of −0.64 K h−1 at 9 h. The radiative
heat flux varied from −0.5 to −0.93 K h−1 throughout the
9 h, again being of comparable size to the turbulent heat flux
divergence.

We repeated the runs with the YSU–BL scheme in combination
with set D forcings. Now, T2m became up to 7 K too low.
Temperatures aloft were simulated better with YSU than with
MYJ, as illustrated by the strongly reduced biases (Table 5) and
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Table 5. Mean bias error (MBE), root-mean-square error (RMSE) and median of the absolute error between model simulations and observations, for the period
8–17 h, for the Halley case for the following variables: 2 and 32 m temperature in K (T2m and T32m), 8 and 32 m wind speed in m s−1 (Utot 8m and Utot 32m), 2 and 32 m
specific humidity in g kg−1 (q2m and q32m), sensible (H) and soil heat flux (G) in W m−2, net radiation in W m−2 (Qnet) and downward (LW ↓) and upward (LW ↑)
long-wave radiation in W m−2. Numbers in italic denote the run with the smallest bias between runs with various forcing methods (set A–D), those in bold the run

with the lowest bias between all WRF–SCM runs (based on multiple decimals, D + qobs is not included).

A B C D D + qobs D + YSU D + GFDL D + CAM

MBE T2m −5.5 −4.9 −4.8 −1.4 −0.9 −6.8 −1.3 −1.9
T32m −9.5 −9.4 −9.3 −4.8 −4.6 −1.0 −4.7 −5.1

Utot 8m 0.9 −0.3 −0.9 −0.9 −0.9 −1.1 −0.9 −0.9
Utot 32m 3.8 1.8 0.3 0.4 0.4 −0.1 0.4 0.4

q2m −0.14 −0.14 −0.14 −0.11 −0.03 −0.04 −0.11 −0.12
q32m −0.27 −0.27 −0.27 −0.23 −0.08 −0.19 −0.23 −0.24

H −25.2 −22.2 −22.6 −26.8 −25.0 −12.5 −26.5 −27.7
G 2.2 1.8 1.8 2.9 3.4 0.8 3.0 2.6

Qnet −32.8 −30.4 −30.7 −34.2 −32.9 −22.5 −33.9 −35.6
LW ↓ −34.3 −34.1 −34.0 −31.2 −27.0 −31.8 −30.2 −34.5
LW ↑ −1.1 −3.2 −2.9 3.5 6.4 −8.8 4.1 1.5

RMSE T2m 5.8 5.2 5.1 2.2 2.0 7.0 2.2 2.5
T32m 9.8 9.6 9.5 4.9 4.7 1.7 4.8 5.1

Utot 8m 1.0 1.2 1.0 1.0 1.0 1.4 1.0 1.0
Utot 32m 3.9 2.5 0.5 0.5 0.5 0.6 0.5 0.5

q2m 0.15 0.14 0.15 0.12 0.05 0.08 0.12 0.13
q32m 0.27 0.27 0.27 0.24 0.09 0.20 0.23 0.24

H 25.5 23.3 23.0 27.0 25.2 13.1 26.8 27.9
G 4.1 4.1 3.9 4.4 4.7 3.4 4.5 4.2

Qnet 32.9 30.8 30.8 34.4 33.1 22.7 34.0 35.7
LW ↓ 34.3 34.1 34.1 31.3 27.2 31.9 30.4 34.6
LW ↑ 1.8 4.9 3.3 4.5 7.1 9.1 5.1 3.0

Median T2m 5.5 5.0 4.9 1.5 1.5 7.1 1.4 1.9
T32m 10.0 10.0 9.8 4.9 4.7 1.1 4.9 5.0

Utot 8m 1.0 0.9 0.9 0.9 0.9 1.3 0.9 0.9
Utot 32m 4.1 1.9 0.4 0.4 0.4 0.3 0.4 0.4

q2m 0.14 0.13 0.13 0.10 0.03 0.05 0.10 0.11
q32m 0.27 0.27 0.27 0.23 0.08 0.17 0.23 0.24

H 25.2 24.3 22.8 27.9 26.1 12.5 27.9 29.0
G 3.1 3.1 3.0 3.7 4.1 2.3 3.7 3.4

Qnet 31.7 31.1 30.1 33.9 32.5 22.6 33.7 35.2
LW ↓ 34.0 33.6 33.8 31.0 26.9 31.6 30.6 34.4
LW ↑ 1.7 1.9 3.0 3.8 6.8 8.6 5.2 2.2

Note: Set E is omitted here, due to the non-physical behaviour below the threshold height for relaxation towards the 3D field.

the θ profile (Figure 9). Also, the temperature inversion improved
substantially. A slightly larger bias was found for Utot 8m, where
also stronger oscillations are simulated than for set D with MYJ,
though a strong overestimated wind speed, as was found for
Cabauw and Sodankylä, was not found for Halley. The wind-
speed profile resembled the observations nicely, with a LLJ of the
correct order of magnitude and only 10 m too high seen 9 h into
the WRF–SCM simulation.

Large differences for q were found between MYJ and YSU. Right
from the start, q2m increased with YSU and followed the observed
values nicely. The q profile was now totally different, with an
almost well-mixed profile shape, which was not in agreement
with the observed strong inversion. This higher amount of q was
also seen with the Cabauw case.

Runs with set D were repeated with varying LW radiation
schemes (D + GFDL and D + CAM). Differences between
RRTMG and GFDL were very small, but with CAM a slightly
lower T2m (about 0.6 K) was found compared with RRTMG
and LW ↓ was underestimated more (Table 5). The LW ↑ did
improve when applying the CAM scheme, but overall LW ↑ biases
were very small. As with the two cases studied previously, the
choice of LW radiation scheme did not influence the wind-speed
simulations.

6. Conclusion and discussion

Many numerical weather prediction and climate models
experience difficulties in simulating stratified conditions,
especially over snow and when low wind speeds are observed

(e.g. Edwards et al., 2011; Atlaskin and Vihma, 2012; Holtslag
et al., 2013). In this study, the WRF–3D and SCM, employed
with the MYJ boundary-layer scheme, are evaluated for these
conditions for three contrasting terrains with snow cover, these
being Cabauw in the Netherlands (snow over grass/cropland),
Sodankylä in Northern Finland (snow over a needle-leaf forest)
and Halley in Antarctica (snow over an ice shelf). Though
atmospheric conditions for all sites are not exactly equal, all
cases are characterized by clear skies, stable stratification and
near-surface wind speeds below 5 m s−1.

For Cabauw and Sodankylä, WRF–3D experiments demon-
strated that the default land-use settings gave incorrect output
regarding the snow cover and vegetation fraction. This greatly
influenced the soil heat flux and thus surface temperatures.
Adjusting these settings with site-specific information improved
the results.

Overall, the performance of 3D WRF was quite good, especially
regarding the wind-speed simulations. Close to the surface,
wind speeds were modelled correctly or with a very small
overestimation for Cabauw and Sodankylä, while this was correct
or slightly underestimated for Halley. Modelling the near-surface
temperature appeared to be (more) challenging. T2m was strongly
overestimated up to 7 and 11 K for Cabauw and Sodankylä
respectively at the end of the night, while the model performed
better at higher tower levels. For Halley, T2m was modelled more
accurately during the SCM study period, while values were too
low during the previous 8 h (5–10 K). Also, at higher levels
temperatures remained too low for Halley. The three cases shared
an underestimation of the modelled temperature gradient.
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The WRF–3D fields were used to construct SCM forcings,
where we distinguished between the following cases: A, not
prescribing any lateral forcings; B, prescribing only time-varying
geostrophic wind speed; C, prescribing momentum advection in
addition to B; D, prescribing temperature and moisture advection
in addition to C; and E, nudging the SCM to the 3D field at a
height sufficiently above the BL. For all cases, we found that runs
without lateral forcings and constant geostrophic wind speeds led
to a substantial bias for wind speed. Prescribing momentum
advection improved the modelled wind speed substantially,
while model results for temperature, stratification and specific
humidity improved considerably with set D. The nudging
approach provided a deterioration of the model results and is
therefore not advised. Hence, we conclude that prescribing time-
varying geostrophic wind speed and momentum, temperature
and humidity advection provides the best results for all sites.

Moreover, we conclude that model results are only marginally
sensitive to the selected long-wave radiation schemes. Model
simulations did show contrasting results between the MYJ
and YSU boundary-layer schemes. YSU simulated a more
stably stratified boundary layer than MYJ. For Sodankylä, the
stratification became too strong, as reported by Sun and Barros
(2013) and Kleczek et al. (2014) for other sites. With YSU, T2m

was better simulated for Cabauw and Sodankylä but strongly
underestimated for Halley. Using YSU did degrade the simulated
near-surface wind speed, which now remained too high, and
simulated a LLJ at too low an altitude, consistent with the
enhanced decoupling. The skill for q also decreased and values
remained too high for Cabauw and Sodankylä. For Halley, q close
to the surface improved but the profile became more mixed than
found in observations.

Note that in this study we determined the advection at hour Tn

as a residual term from the prognostic equations, for which the
individual terms are based on WRF–3D results of the interval 1 h
preceding (Tn−1) and 1 h following (Tn+1) hour Tn. Of course,
one can also calculate the advection directly from the WRF–3D
field (e.g. for temperature with −Ū · ∇θ). Then the advection
is somewhat dependent on the order of the numerical spatial
derivatives, while additionally the calculation of the advection
close to the surface is hampered by varying terrain heights
in the adjacent grid cells. Furthermore, this method provides
more instantaneous fields, while the method applied here uses
information for the previous and following hour and is in that
respect more smooth.

Observations of the surface energy budget revealed a significant
imbalance for all three sites. Surface energy balance closure is
very challenging, especially over snow-covered surfaces and/or in
stable conditions (Sánchez et al., 2010; Chen et al., 2011; Helgason
and Pomeroy, 2012; Knowles et al., 2012). Understanding the
nature of this problem is beyond the scope of this article and
constitutes a study area in itself (e.g. Heusinkveld et al., 2004;
Aubinet, 2008; Foken, 2008). However, it must be kept in mind
when comparing the model results with the observed energy
balance terms.

Possibly, improvements can be achieved in the representation
of the snow pack. The Noah land-surface model has a bulk layer
of snow and soil (Niu et al., 2011), in which it adds the total
snow depth as part of the first soil layer, making the resolution
in snow rather poor (Figure 2). Particularly for Sodankylä, where
the snow depth is 62 cm, this may have an effect. Moreover,
when using the standard settings of WRF over sea ice, a constant
snow conductivity in depth (though varying slightly in time with
increasing density) is used, while a smooth transition from snow
conductivity to ice conductivity would be more realistic when
snow is gradually pressed to firn and ice.

It must also be mentioned that model results are grid-
averaged, making a comparison against a local observation more
difficult (Atlaskin and Vihma, 2012). According to Atlaskin
and Vihma (2012), the comparison should therefore be made
against observations that are averaged in that particular grid cell.

However, such extensive measurements are uncommon for sites
over snow.

All in all, the study shows that quite good results can be
obtained for WRF–SCM runs for low wind speeds and three
contrasting terrains for the cases studied, as long as proper
advection of momentum, temperature and moisture is prescribed.
This confirms the studies of Steeneveld et al. (2006) and Baas
et al. (2010) and extends these findings for SBLs over snow.
Additionally, we recommend a detailed prescription of the snow
cover and vegetation fraction, since these variables influence the
energy balance.

Although a perfect match between the model simulations and
the observations has not been obtained, significant improvements
were made with the right forcings. From this reference, the SCM
can be used as a tool to study the small-scale processes in
SBL modelling in order to improve our understanding of SBL
processes. In Part 2 of this study, we will perform a sensitivity
analysis with the WRF–SCM for the three cases of this particular
study, where we focus on the processes of snow-surface coupling,
radiation and turbulent mixing. In this way, we study their
impact on the SBL evolution of the three cases and explore
whether further agreement with observations can be achieved.
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