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This study evaluates the relative impact of snow-surface coupling, long-wave radiation, and
turbulent mixing on the development of the stable boundary layer over snow. Observations
at three sites are compared to WRF single-column model (SCM) simulations. All three sites
have snow-covered surfaces but are otherwise contrasting: Cabauw (Netherlands, grass),
Sodankylä (Finland, needle-leaf forest) and Halley (Antarctica, ice shelf). All cases are
characterized by stable, clear-sky, and calm conditions. Part 1 of this study determined
the optimal SCM forcing strategy. In this study, the process intensities from that reference
are perturbed to study their relative significance and to assess which process could be
responsible for the most optimal agreement between model and observation.

The analysis reveals a large variability in the modelled atmospheric state and
surface parameters. Overall, the modelled gradients of temperature and moisture are
underestimated but decreasing the process intensities improves this. The impact is strongest
with reduced mixing, though this then causes the model to overestimate the near-surface
wind speed.

To study the surface energy balance terms, we use so-called ‘process diagrams’. The
achieved variation between the sensitivity runs indicates the model sensitivity to each
process. The overall sensitivity is similar for the three sites but the relative offsets in
the position of the sensitivity runs with respect to the observations differ, hampering
general recommendations for model improvement. Furthermore, sometimes a meaningful
interpretation of observations is troublesome, which hampers the comparison with model
results. Radiation is relatively more important at Cabauw and Sodankylä, whilst coupling
plays a more important role at Halley.

The sensitivity analysis is performed with two boundary-layer schemes (MYJ, YSU). YSU
generates larger, more accurate gradients of atmospheric temperature and humidity, while
wind speeds are predicted better with MYJ. The behaviour of an increase in 2 m temperature
with decreased mixing is most obvious with YSU.
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1. Introduction

A single-column model (SCM) is a convenient tool to study
the physical processes that are omnipresent in the boundary
layer (BL; Baas et al., 2010; Bosveld et al., 2014) and can thus
be used to improve our understanding of the stable boundary
layer (SBL). SBL modelling is challenging due to a myriad of

relatively small-scale processes that may act simultaneously, e.g.
land-surface coupling, radiative effects, turbulent mixing, the
presence of clouds or fog, subsidence, advection, gravity waves,
and drainage and katabatic flows (Delage, 1997; Mahrt et al.,
1998; Mahrt, 1999, 2014; Steeneveld et al., 2006; Williams et al.,
2013). Moreover, the physical processes and their interactions
are perhaps not completely understood, and may furthermore
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be represented incompletely in models. Also, different SBL
regimes can be distinguished, i.e. the flow can be continuously or
intermittently turbulent, or even virtually absent (Van de Wiel
et al., 2002, 2012; Steeneveld et al., 2006; Mahrt, 2014). This affects
the SBL evolution and the vertical and horizontal exchanges
(Holtslag et al., 2006, 2013).

In the previous Part 1, 3D and SCM versions of the Weather
Research and Forecasting model (WRF; Skamarock et al., 2008)
were presented for three similar but contrasting land surfaces. All
three cases were over snow, and for stable, low wind speed and
cloud-free conditions which are highly problematic for numerical
atmospheric models (Edwards et al., 2011; Atlaskin and Vihma,
2012; Holtslag et al., 2013). The cases differed in surface type and
location with the first case selected from the Cabauw dataset in
the Netherlands (snow on grass/crop-land), the second case from
the Sodankylä dataset in northern Finland (snow in a needle-leaf
forest) and the third case from the Halley dataset in Antarctica
(snow on an ice shelf). The selected cases were stably stratified
with wind speeds below 5 m s−1 at the 10/8 m mast level, and
relatively low wind speeds aloft. In all cases a so-called type I SBL
was selected where, under very stable circumstances and low wind
speeds, radiative cooling is very important and the shape of the
potential temperature (θ) profile is approximately exponential,
or concave up (∂2θ/∂z2 < 0) (Van Ulden and Holtslag, 1985;
Vogelezang and Holtslag, 1996) A more detailed description of
the cases is given in Part 1 of this study (Sterk et al., 2015).

The WRF-SCM needs to be driven by realistic forcings from
the 3D atmosphere (Baas et al., 2010). Part 1 studied the impact
of forcing conditions on the model performance, where we
distinguished between strategies that
(a) do not prescribe any lateral forcings,
(b) prescribe a varying geostrophic wind speed (Ug) in time,
(c) prescribe momentum advection on top of (b),
(d) prescribe θ and specific humidity (q) advection on top of (c),
and
(e) force the SCM to the 3D field above a threshold height
sufficiently above the BL.
Since observations of the forcings are in general not available at
sufficiently high resolution in time and space, we rely on output
from the WRF-3D runs.

Part 1 describes how the best SCM results were found with the
set (d) forcings: varying Ug in time, and prescribing momentum,
θ and q advection obtained by WRF-3D. Therefore the results
corresponded to the WRF-3D results, and were in closer agree-
ment with observations than when neglecting these advections.
For all sites, the SCM underestimated the strengths of the θ

and q inversions. With the Yonsei University (YSU) BL scheme,
stronger θ inversions were found, which were closer in agreement
with observations than with the Mellor–Yamada–Janjić (MYJ)
BL scheme used previously. Unfortunately, the skill for wind
speed and q then deteriorated such that better results were
obtained with MYJ. Differences between the simulations with
various long-wave radiation schemes were small.

Part 2 (presented here) continues these studies and performs
a systematic sensitivity analysis using the WRF-SCM. We focus
on snow-surface coupling, long-wave radiation and turbulent
mixing as the key processes that define the SBL development and
structure (André and Mahrt, 1982; Beljaars and Holtslag, 1991;
Steeneveld et al., 2006; Bosveld et al. 2014).

Sterk et al. (2013, henceforth SSH13) studied the relative
importance of these three processes for different geostrophic
wind regimes in an idealized situation. For high wind speeds
(Ug = 20 m s−1), turbulent mixing dominated over other process
to control the SBL. With decreasing geostrophic wind, long-
wave radiation divergence and especially surface coupling became
relatively more important.

The first question we address here is how the relative signif-
icance of the processes holds for real cases, and we investigate
similarities with the idealized case, with the focus on the more
challenging low wind speed conditions. This is achieved using the

SCM simulations with the set (d) forcings from Part 1 as a refer-
ence, and from there adjusting the intensity of the three processes.

Our second question concerns how these sensitivity runs
compare with observations, and which processes may be
responsible for a possible disagreement between the model output
and observations. The process sensitivity is shown in so-called
‘process diagrams’, following SSH13 and Bosveld et al. (2014).
Our third question is how do the process sensitivities compare
for contrasting terrain types. For this we study whether possible
variations in relative importance of the governing processes can be
identified. In this way we aim to gain insight from this sensitivity
analysis for possible future research fields.

The methodology of this analysis is described in section 3, after
a short section on the model description in section 2. Section 4
discusses a model improvement concerning unphysical behaviour
for specific humidity over snow. Results regarding the time series
and vertical profiles are presented in section 5, while results
regarding the process diagrams are presented in section 6. The
discussion and conclusions follow in section 7.

2. Model description

The SCM used in our study is based on WRF version 3.2.1. A verti-
cally stretched σ coordinate is used to determine the vertical levels,
with the model top at a constant pressure level at an approximate
height of 12 km. To minimize vertical resolution as a limiting
factor, we apply 200 vertical levels, with the highest resolution
close to the surface, and the first model level at about 0.55 m.

WRF offers many options for the parametrizations of the
physical processes, which differ in their degree of complexity and
computational efficiency. For the 3D and SCM runs, similar
parametrizations were used as in the operational Antarctic
Mesoscale Prediction System (NCAR UCAR, 2013; also Part 1).
In the SCM simulations we switched off the micro-physics, since
our focus is on clear skies and the observations during our study
periods indicated mostly cloud-free conditions.

The turbulence physics within the model are represented with
two possible schemes. Firstly the Mellor–Yamada–Janjic BL
scheme (MYJ, Mellor and Yamada, 1982), which is a local, 1.5-
order scheme that runs together with the Eta-similarity surface-
layer scheme (Tastula and Vihma, 2011). This combination is
considered appropriate for stable and slightly unstable flows (Hu
et al., 2010). Secondly we apply the YSU-BL scheme (Hong et al.,
2006; Hong, 2010), i.e. a first-order, non-local scheme, which
runs together with the MM5-similarity surface-layer scheme
(Skamarock et al., 2008). The incorrect implementation of the sta-
bility function φ in WRF 3.2.1 was corrected in our study (S. Basu
and W. Angevine, 2012; personal communications; SSH13; Hu
et al., 2013). Mixing is now reduced, which in some cases results in
too stable SBLs (Sun and Barros, 2014; Kleczek et al., 2014). Also
the minimum friction velocity (u∗) that is artificially maintained
by the model is lowered from 0.1 to 0.001 m s−1 for a more natural
representation of atmospheric turbulence (Jiménez et al., 2012).

We utilize the Noah land-surface model (LSM; Chen and
Dudhia, 2001; Ek et al., 2003), which uses four layers to represent
the soil thermodynamics and takes soil, ice, and fractional snow
cover effects into account, as well as surface emissivity properties
(Skamarock et al., 2008). The snow layer and the first soil layer are
now both taken to be the top layer in Noah (Figure 2 in Part 1).

The atmospheric heating/cooling due to radiative flux
divergence and the surface downward long-wave radiation is
represented by the Rapid Radiative Transfer Model for GCMs
(RRTMG). This scheme is a modification of the RRTM long-
wave radiation scheme (Iacono et al., 2008) and is a spectral-band
scheme with 16 different bands.

3. Methodology

This section describes three parts of the methodology. The
first part summarizes the general simulation setup for all SCM
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experiments (see also Part 1). The second part explains the
strategy that was applied for the sensitivity analyses. The third
part comments on the uncertainties in observations.

3.1. General simulation set-up

Part 1 reported on the different forcing methods for the SCM
simulations. Set (d) forcings gave best results and is hence chosen
as a reference here. The advection was determined from a WRF-
3D simulation as the difference between the total tendency and
the combined tendency by the physical processes.

The geostrophic wind speed Ug is assumed to be equal to
the actual wind speed that was modelled with WRF-3D above a
certain threshold height, since the actual wind speed is usually
a good approximation of Ug poleward of the Tropics (Stull,
1988; Holton, 2004). This threshold height should be located
sufficiently high above the BL and any low-level jet (LLJ) to avoid
an unrealistically strong Ug which would falsely enhance inertial
oscillations. For Cabauw this threshold height was 400 m, while
for Sodankylä and Halley this was 300 m. Below the threshold
height, Ug equals Ug at the threshold height.

In calm winds, the WRF model results are relatively sensitive to
the snow-surface coupling (SSH13), which requires a thoughtful
prescription of the surface characteristics. Hence, the snow depth
is set equal to the observed snow depth. To improve on the
surface characteristics, we adjusted the threshold snow depth,
above which there is 100% snow cover for both WRF-3D and the
WRF-SCM, such that the modelled albedo matches the observed
albedo. As the SCM simulations are performed during night-time,
it is not of interest to obtain a more realistic albedo, but the main
goal is to improve on the snow surface characteristics.

3.2. Sensitivity analysis strategy

To quantify the sensitivity of the WRF-SCM to the parametriza-
tion of turbulent mixing, snow-surface coupling and long-wave
radiation, we follow SSH13 (see below), but we extend this ide-
alised study by comparing model results with observations. A
similar sensitivity analysis was carried out by Bosveld et al. (2014)
for the GABLS3 model intercomparison study.

In this real-world sensitivity analysis, we adjust the intensity
of the three physical processes, and compare the results with
the reference runs and observations. Apart from comparing
representative thermodynamic profiles, we discuss so-called
‘process diagrams’ as introduced by Bosveld et al. (2014) and
as applied in SSH13. A process diagram displays how the model
state changes from the reference state to the state with perturbed
process intensity. As such, two variables are plotted against each
other, for which the variable is, in our case, either a time average
over 9 h, or a change over 9 h. Hence the state of each simulation is
represented by a single point in the process diagram. By drawing
lines from the reference run to the simulations with adjusted
process intensity, we can systematically compare the direction
and length of the sensitivity lines for the three processes to learn
more about their relative impacts.

The amount of turbulent mixing is adjusted by modifying the
eddy diffusivities for momentum, heat, and moisture (Km, Kh

and Kq respectively) in the BL scheme by a constant (i.e. gain)
factor. Simultaneously, the surface exchange coefficients (Cm, Ch

and Cq respectively) in the surface-layer scheme are adjusted.
Under low wind speed conditions, the model is more sensitive
to adjusting both the turbulent mixing in the surface layer (SL)
as well as within the BL scheme (SSH13) since the strongest
temperature gradients are found within the SL. Cm is not directly
determined within WRF so the friction velocity u∗ was adjusted
so that effectively Cm was altered in the same way as Ch and Cq.
With the YSU scheme, u∗ is also used to determine the eddy-
diffusivity coefficients, for which we made a correction to avoid
a double multiplication in the sensitivity study. Multiplication
factors as in SSH13 have been used, being 0.25, 0.5, 2.0 and 4.0 as

inspired by Cuxart et al. (2006), who showed that the maximum
Km and Kh vary roughly between 1 and 5 m2 s−1 in a model
intercomparison study. Hence, the selected uncertainty range
captures the typical uncertainty in K. These runs are referred to as
mixing.

The same multiplication factors are used for the snow thermal
conductivity (λsnow) (referred to as coupling runs). Observations
indicate a large range of uncertainties in the snow/ice heat
conductivity, which can vary in space (both horizontally and
vertically) and time due to variations in snow/ice density and
internal structure. Several λsnow values have been reported, e.g.
0.078–0.574 for various snow densities (Sturm et al., 2002), hourly
values of 0.1–1.0 with average values of 0.4–0.5 for various sites
(Huwald et al., 2005), 0.02–0.3 for various sites (Gouttevin et al.,
2012) and 0.06–0.4 for various depths (Domine et al., 2012).
With the multiplication factors used in our modelling study,
λsnow varies from 0.032 to 0.51 for Cabauw and from 0.054 to
0.86 for Sodankylä and Halley (all W m−1 K−1).

The amount of incoming long-wave radiation (L ↓) is adjusted
by altering the initial q profile, since Zhang et al. (2001) and
Svensson and Karlsson (2011) showed that L ↓ in very cold and
dry clear-sky conditions is more sensitive to a small change in
the q profile than a small change in the temperature profile. A
smaller range of multiplication factors was used in this case, i.e.
0.5, 0.67, 1.5 and 2.0, because a larger perturbation could lead
to unrealistic amounts of atmospheric q. We found that q varied
from 0.79 to 11.3 g kg−1 for cloud-free conditions in winter (DJF)
for measurements at De Bilt (Netherlands) for 1951–2014. With
an initial q = 1.6 g kg−1 for the Cabauw case, we remain in the
range of realistic q with these multiplication factors. Cloud-free
DJF data for Sodankylä from December 2006 to December 2013
show a range of q from 0.08 to 4.66 g kg−1. With an initial q
= 1.37 g kg−1 this is also in the observed range after applying
the multiplication factors. Studies at Halley indicated a range of
monthly averages of 0.4–0.5 g kg−1 for the winter months (King
and Anderson, 1999), and a median of about 0.34 g kg−1 for a 10-
year winter climatology (2000–2009) (Nygård et al., 2013). Since
the initial q in our case (0.16 g kg−1) is already below this range,
decreasing q might be not as realistic, however we will include all
permutations for completeness. The variation of initial L ↓ that
we obtain by applying the permutation factors is 179–206 W m−2

for Cabauw (191 W m−2 for the reference case), 166–192 W m−2

for Sodankylä (reference = 178 W m−2) and 124–144 W m−2 for
Halley (reference = 134 W m−2). Svensson and Karlsson (2011)
found a comparable variation of > 20 W m−2 for L ↓ for clear-sky
conditions in their study with nine global climate models during
the Arctic winter (DJF). The simulations with adjusted q will be
referred to as q–radiation.

We note that altering q affects not only L ↓, but may also affect
the surface evaporation and thereby the surface energy balance
and air temperature. Therefore, a change in model behaviour
may not only be due to the L ↓ impact. L ↓ can alternatively be
forced by adjusting the CO2 gas concentration, as in McNider
et al. (2012) and Bosveld et al. (2014). In these simulations
we use 50 and 1500 ppmv instead of the reference 379 ppmv
(as in Bosveld et al., 2014). Although these concentrations are
rather extreme, the simulations are meaningful to compare with
q-radiation simulations. The ranges of realized L ↓ values are
183.0–197.4, 169.5–184.8 and 126.0–138.4 W m−2 for Cabauw,
Sodankylä and Halley respectively. These runs will be referred to
as CO2-radiation.

3.3. Observation uncertainties

When comparing model simulations with observations, one needs
to consider the reliability, the measurement uncertainty and the
representativeness of the observations. Especially in cold and/or
very stable conditions, measuring atmospheric variables may be
challenging (e.g. Tjernström et al., 2014). Equipment is more
subject to failure, and turbulence is weak which hampers accurate
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flux measurements (Jacobs et al., 2008; Lazzara et al., 2012;
Mikolajczyk et al., 2012).

Therefore the measurement uncertainties will be shown in the
process diagrams. Regarding the temperature observations, the
uncertainty estimate amounts to ±0.2 ◦C for the 2 m temperature
(T2m), following Andreas et al. (2010) for the Surface Heat Budget
of the Arctic Ocean (SHEBA) campaign. The measurement
uncertainty of the T2m difference in time is taken as twice
the uncertainty in T2m (±0.4 ◦C), as that is the maximum
uncertainty that can occur. For the skin temperature (Tskin),
Andreas et al. (2010) quantified an uncertainty of ±0.5 ◦C, while
Langer et al. (2011) report an uncertainty of ±1 ◦C for the Tskin

in a north Siberian winter, which will also be adopted here. The
measurement uncertainty of the average difference between T2m

and Tskin is at most ±1.2 ◦C, taking into account uncertainties of
both variables.

Uncertainties are also found in the flux observations.
Westermann et al. (2009) found an uncertainty for the conductive
heat flux (G) of ≈30% at Svalbard, which will be adopted
here, while Town et al. (2008) found an uncertainty of ±2.6
to ±3.8 W m−2 for snow at the South Pole for a nine-year
dataset. These uncertainties are within the 30% of the observed
G from our study. Regarding L ↓, Marty et al. (2003) found an
absolute uncertainty of ±2 W m−2 in Arctic winter, while Persson
et al. (2002) and Vihma et al. (2009) report an uncertainty of
±4 W m−2 for the net long-wave radiation, which is used here.
For the sensible heat flux (H) uncertainty, Vickers et al. (2010)
found an absolute value of about 3–6 W m−2 for fluxes around
0 W m−2 for mature and young pine and maize. Though their
surfaces excluded snow, we adopt the uncertainty of 6 W m−2, as
this might give a better indication of the flux uncertainty than
using a relative uncertainty as e.g. in Andreas et al. (2010).

We did notice that the observed energy balance did not close,
though we did not take into account the additional terms as
in Heusinkveld et al. (2004). Though often the observed energy

balance does not close when the turbulent fluxes are based on
eddy-covariance measurements (Foken, 2008b; De Roode et al.,
2010; Steeneveld et al., 2011) and the fluxes combined are not
totally able to explain the available energy, uncertainties in the
fluxes could be larger than the error bars in the presented process
diagrams.

Besides the measurement uncertainties, the comparison of
model results with observations is subject to ‘representation
errors’ when observations are not representative of the model
average grid cells. Tolk et al. (2008) state that representation
errors in the SBL are relatively large due to unresolved topography
with coarse model resolutions (for CO2 in their case). We must
keep in mind that observations can be strongly influenced by
local processes, which are not captured by the model results
representing grid averages. This could play a role in the WRF-3D
simulations from which the advection was determined, despite
their relatively high resolution of 4×4 km.

4. Air-snow moisture transport in YSU

We first address the problem of the unrealistic amount of
humidity with the YSU BL scheme (solid line in Figure 1 for
the Cabauw case) as was found in Part 1. Although a temperature
inversion developed over time in the SBL, the specific humidity
profile remained unaffected, which is inconsistent with the
simulated negative latent heat flux (LvE).

An investigation of the WRF code revealed that the moisture
flux that is provided to the YSU-BL scheme is actually equal to
0 W m−2 when snow is present and LvE calculated by the land-
surface model directed towards the surface. This issue has been
fixed in the WRF-SCM simulations here in Part 2. Appendix A
gives more details on this technical issue.

Figure 1 shows the impact of this bug-fix on the YSU
simulations for the Cabauw case. The humidity inversion is
now able to develop more realistically. This also influences the

(a)

(c)

(b)

(d)

Figure 1. Time series of the WRF-SCM simulations with the YSU-BL scheme and observations for (a) the 2 m temperature (T2m, K) and (c) the specific humidity
(q2m, g kg−1) and the vertical structure after 9 h of the WRF-SCM simulation of (b) the potential temperature θ (K), and (d) the specific humidity q (g kg−1) for
Cabauw. The time in (a) and (c) is since 0000 UTC on 3 February 2012. The solid line gives the simulation with the erroneous moisture flux in YSU, and the dotted
line gives the simulation with corrected moisture flux. The observations are represented by the black dots.
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(a)

(c)

(b)

Figure 2. Time series of the WRF-SCM simulations and observations for (a) the 2 m temperature (T2m, K) and (c) specific humidity (q2m, g kg−1), and (b) the total
10 m wind speed (Utot 10m, m s−1)) for Cabauw. Time is since 0000 UTC on 3 February 2012. Solid lines are for simulations with the MYJ-BL scheme, and dotted lines
for simulations with the YSU scheme. K represents the change in mixing in both boundary and surface layer, λ represents the snow heat conductivity and thus the
coupling, q represents the specific humidity profile and therefore the incoming long-wave radiation, and CO2 represents the amount of CO2 in ppmv and therefore
also the incoming long-wave radiation. The observations are represented by the black dots.

near-surface temperature, with lower values, while the impact on
the wind speed profile is minor (not shown).

Here in Part 2, we will use the simulations with the correct
moisture flux from the atmosphere to the surface. Note that
this adjustment did not influence the conclusions regarding how
forcings should be described as discussed in Part 1. Hence we
proceed with this set-up in combination with forcings following
set (d) (varying Ug in time, and prescribing advection for
temperature, humidity and momentum; see Part 1).

5. Time series and vertical profiles

In this section, we study the time series (Figure 2) of T2m, the
humidity at 2 m (q2m) and the 10 m wind speed (Utot 10m) and
the profiles after 9 h of simulation (Figure 3) of θ , wind speed
Utot and q. To limit the number of lines, only the findings with
the maximum perturbations from the reference are shown (i.e.
0.25 and 4.0 for mixing and coupling, 0.5 and 2.0 for q-radiation,
and the 50 and 1500 ppmv for CO2-radiation). Note that the time
series are only depicted for Cabauw, since in general analogous
model behaviour was found for Sodankylä and Halley.

5.1. Temperature

Increasing the mixing intensity (dark blue lines in Figures 2 and
3) results in a more efficient exchange of warm and cold air,
generating θ profiles with less curvature. With YSU (dotted dark
blue) linear or concave-down profiles are simulated close to the
surface. Decreased mixing (light blue lines) results in a stronger
concave-up shaped θ profile.

We find that the near-surface air temperature increases
with enhanced mixing and decreases with reduced mixing for

MYJ (solid lines, respectively, approximately 1.9 K higher and
1.0 K lower than the reference at 2 m, 31 h, at Cabauw). A
counter-intuitive behaviour was found with YSU where the 2 m
temperature decreases with enhanced mixing and vice versa
(∼0.4 K lower with enhanced mixing and 0.3 K higher with
reduced mixing at 2 m, 31 h, Cabauw). Due to the low amount
of mixing, the BL becomes very shallow. Then, taking the lowest
mixing intensity simulation as a reference, extra mixing will result
in relatively more upward mixed cold air, which is insufficiently
compensated for by downward mixed warm air. This occurs with
small eddy sizes and a stronger θ gradient close to the surface
than higher up. As a result T2m is higher for a lower amount of
mixing. Tskin does decrease with reduced mixing for both MYJ
and YSU as expected. This nonlinear behaviour regarding near-
surface temperatures was also modelled by McNider et al. (2012)
and SSH13 and found in observations (Acevedo and Fitzjarrald,
2003; Lüpkes et al., 2008; Rinke et al., 2012).

Enhanced coupling (dark grey lines), also results in a higher
T2m (∼1.5 and 2.2 K higher with MYJ and YSU, respectively,
at 31 h, Cabauw), a higher θ and weaker concave-up shaped
θ profiles. With increased (decreased) λsnow, heat from the
underlying medium is more (less) effectively brought towards the
surface. This temperature signal is transferred to the atmosphere,
leading to weaker (stronger) stratification. The impact of coupling
is strongest at Halley, where the snow cover is 100% and a change
in λsnow is a maximum, while at Cabauw and Sodankylä the
signal is smaller due to a smaller snow depth. Furthermore, the
formulation that Noah LSM applies for sea-ice and ice shelves
assumes λ for the underlying layers to be equal to λsnow. A test
with a λ equal to 2.2 W m−1K−1 (ice heat conductivity as specified
in Noah LSM) showed that the impact of the conductivity of the
deeper layers was negligible.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3. Vertical structure after 9 h of WRF-SCM simulation of the potential temperature θ (K), the total wind speed Utot (m s−1), and the specific humidity q
(g kg−1) for (a–c) Cabauw, (d–f) Sodankylä and (g–i) Halley. The axes range is kept similar for each variable for straightforward comparison, except for q at Halley
since these values are considerably smaller than at the other sites. Solid lines are for simulations with the MYJ-BL scheme, dotted lines for simulations with YSU. Other
details are as Figure 2.

Finally, an increase in L ↓ either by amplifying the initial q
(dark green lines) or CO2 (dark red lines) enhances Tskin, which is
transported into the atmosphere, leading to higher temperatures
and a weaker stratification. The opposite occurs when L ↓ is
decreased.

Decreasing the process intensities provides θ profiles in
closer agreement with Cabauw observations, as the near-surface
inversion strength (e.g. up to 30 m) increases, though then with
YSU the temperatures can become slightly too low. However,
decreasing L ↓ is not a preferred solution since L ↓ was already
underestimated (not shown). The YSU simulations perform
best, and especially the 0.25 K run follows the observations
accurately (Figure 3(a)), though they initially underestimate T2m

up to almost 2.9 K at 24 h (Figure 2(a)). For Sodankylä MYJ
results improve with lowered process intensities. Near-surface

temperatures are best forecast with YSU, although the overall
inversion strength remains too strong (Figure 3(d)). Inversion
strengths along the tower also improve for Halley with decreased
process intensities, and the best θ shapes are again obtained with
YSU, though the inflection point in the simulated θ profile is
at a too high level (around 50 m, while in the observations this
appears to be just below 20 m) and in general the θ values are too
low (Figure 3(g)). For YSU the 0.25 K run predicts the θ better
than the reference run, while an accurate forecast is also made
when coupling is enhanced.

5.2. Wind speed

The model sensitivity on the simulated wind fields is most clear
with an altered mixing process (Figures 2(b) and 3(b,e,h)). With
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enhanced mixing (dark blue lines), the LLJ disappears with MYJ
(solid lines, also at other hours), while it is located at a higher
altitude with YSU (dotted lines, also at other hours). At the 10 m
level the strengthened mixing leads to lower wind speeds (up to
∼ 1 m s−1 lower for both BL schemes at Cabauw; Figure 2(b)).
This improves the agreement with observations for Cabauw and
Sodankylä, though at Halley Utot 8m is now underestimated by
∼ 1–2.4 m s−1. Reduced mixing (light blue lines) leads to higher
Utot 10m than the reference case (up to 0.9 and 0.8 m s−1 higher
with MYJ and YSU, respectively, at Cabauw). Similar results are
found for Sodankylä and Halley, though at Halley wind speeds
slightly lower than in the reference case are simulated at the end
of the study period. The wind speed profiles indicate that the LLJ
is now located at a lower altitude and is intensified at Cabauw and
Sodankylä, whereas at Halley the LLJ is less elevated and intense
(although more at an earlier stage). As diurnal effects at Halley
are not strong at this time of year, the LLJ may be less intense.

The impact of reduced L ↓ (light green for q runs, orange for
CO2 runs) on wind speed is minimal. A slightly higher Utot 10m

is found (Figure 2(b), less than 0.1 m s−1 for decreased q with
YSU, smaller with CO2 and for MYJ), which is explained by
the slightly stronger stratification. Differences are clearer in q-
radiation experiments than in CO2-radiation experiments, due
to a more strongly perturbed L ↓.

The effect of altered coupling on wind speed is also very small.
As with the modified L ↓, increased (decreased) coupling results
in decreased (increased) stratification and slightly more (less)
exchange with the surface. At Halley this is seen in the weaker LLJ
when applying YSU with increased coupling (Figure 3(h)).

Overall, the wind speed profiles and Utot 10m are most sensitive
to the mixing intensity, since a change in Km and Cm has a more
direct impact on the wind profile.

While decreased mixing results in more accurate temperature
simulations compared to observations, this produces a stronger
overestimation of the 10 m wind speed forecast. Only with YSU
at Halley does the modelled wind speed profile improve with the
0.25 K run.

5.3. Specific humidity

The strongest response on q2m (Figure 2(c)) and the q profiles
(Figure 3(c,f,i)) is obtained by the q-radiation simulations (green
lines), as a direct result of the modified initial q profile. Both
an increase in L ↓ (via CO2) and enhanced coupling lead to a
slight q increase, by 0.05 and 0.12 g kg−1, respectively, at Cabauw.
The higher air temperatures allow for more moisture than in the
reference case, and dew formation is slightly smaller. Conversely,
a q reduction is found for reduced CO2-radiation and coupling
(orange and light grey lines respectively).

Strengthened mixing with MYJ (solid dark blue lines) raises
the near-surface q (with 0.14 g kg−1 at 2 m for Cabauw), with
weakened q inversions. Enhanced mixing with YSU (dotted
dark blue lines) again induces a counter-intuitive q2m reduction.
When mixing is enhanced at these low mixing intensities, more
relatively dry air is mixed upwards than relatively moist air is
mixed downwards. This is also related to the stronger concave-up
shaped q profile with decreased mixing compared to enhanced
mixing. This behaviour is similar to that of the near-surface
temperature, as explained in section 5.1. Conversely, for decreased
mixing with YSU we find an increased near-surface humidity
coinciding with stronger humidity gradients. Interestingly, this
nonlinear behaviour is now confirmed with MYJ for Cabauw and
Halley.

When we compare the q simulations with observations, the
YSU reference case with its relatively strong inversion (red dotted
lines) captures the shape of the q inversion along the tower better
than the MYJ reference for all sites (Figure 3(c,f,i)). Decreasing
the mixing with MYJ (solid light blue lines) does improve the
modelled profile shape, though at Cabauw and Sodankylä q
is somewhat overestimated, while q remains underestimated at

Halley (except at the surface). Decreasing mixing with YSU is
also beneficial for Halley, but worsens results for Sodankylä
and Cabauw. Decreasing CO2-radiation and coupling also leads
to stronger q inversions, when q decreases with the lower
temperatures, but then for Cabauw skills at higher levels decrease
with MYJ, while at Halley skills deteriorate for all levels by
modelling a too low q. Decreasing q-radiation improves q at
the surface for Sodankylä, but then the profile shape again is
wrongly forecast. Increasing q-radiation improves the q profile
at Halley; both the profile shape and values at higher levels are
better simulated (Figure 3(i)).

6. Process diagrams

This section discusses the process diagrams as described in
section 3.2, which show selected variables for coupling, radiation
and mixing. Each will be studied separately in the following
subsections.

The process diagrams in Figures 4–6 show a sensitivity analysis
for two reference runs, MYJ in green and YSU in red, from which
lines are drawn indicating the altered intensities for the three
processes (solid lines for MYJ, dotted lines for YSU).

6.1. Snow-surface coupling

First we focus on the snow-surface coupling in Figure 4. Here the
amount of cooling at 2 m during the 9 h simulation is presented
versus the average G to examine the time-integrated interaction
between the surface and the atmosphere. The general positioning
of the observations in the process diagrams for Cabauw and
Sodankylä indicates that a stronger cooling coincides with a
stronger conductive heat flux due to a larger temperature gradient
through the snow layer. At Halley some heating at the 2 m level
occurs by heat advection (Part 1), while the snow heat flux
remains negative.

Overall, we find that the process of L ↓ follows the trend of
decreased G with decreased cooling in time for all locations, e.g.
with increased L ↓, Tskin increases leading to a smaller temperature
gradient and hence smaller G. A similar behaviour is seen with
adjusted mixing with MYJ. Then, with increased mixing, more
warm air from higher levels is brought towards the surface and
cold air is brought upwards, so that the temperature gradient
decreases and G becomes smaller. The direction of the coupling
lines are perpendicular to these by mixing and radiation. When
λsnow is increased, G increases, though at the same time more heat
from the underlying medium is transported to the surface leading
to less cooling in time wich counteracts the effect on G due to the
stronger λsnow.

Note that the general orientation of the process sensitivity lines,
apart from the mixing orientation with YSU (next subsection),
is similar to that found with the Regional Atmospheric Climate
Model (RACMO) SCM in Bosveld et al. (2014) for the Cabauw
site but without snow and with higher wind speeds. The
relative contributions differ, but this makes sense since different
multiplication factors have been applied, while additionally the
conductivity of the soil was also adjusted in Bosveld et al. (2014),
which is not done in our study. The general orientation is also
comparable to the idealized case-study in SSH13, which reassures
us that their findings for an idealized case are also applicable for
real cases.

6.1.1. MYJ versus YSU

We find some differences between the two sensitivity analysis
sets from the default MYJ (solid lines) and YSU (dotted lines)
simulations. The overall picture for coupling and radiation is
similar, but differs for mixing. In the YSU runs, the mixing
orientation is perpendicular to the MYJ mixing orientation, as
was found by McNider et al. (2012) and SSH13. In these studies,
decreased mixing resulted in less cooling at the 2 m level and
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(a)

(c)

(b)

Figure 4. Cooling of the 2 m temperature (−(T2m 9h − T2m init), K) over 9 h versus the soil heat flux (< G >9h, W m−2) averaged over 9 h for (a) Cabauw, (b)
Sodankylä and (c) Halley. ref MYJ is the reference for the simulations with the MYJ-BL scheme (solid lines) and ref YSU is the reference for the simulations with
the YSU-BL scheme (dashed lines). The asterisk with error bars represents the observation with its measurement uncertainties in the error bar. Other details are as
Figure 2.

vice versa (section 5.1). We refer to this mixing behaviour as
‘nonlinear’ as both an increase and decrease in T2m can be found
for a similar direction of mixing adjustment. Interestingly, this
nonlinear behaviour is well captured with the YSU-BL scheme but
not as clearly with MYJ. With MYJ, T2m did increase slightly at the
very end of the study period at Halley when wind speeds also drop
strongly, so that for the T2m difference over 9 h this nonlinearity is
clear. This is no longer visible for the average T2m over the entire
period (Figure 5). This nonlinear behaviour mostly occurred with
light winds and low mixing (McNider et al., 2012; SSH13). YSU
produces a stronger stratified BL with smaller eddy diffusivity than
MYJ (Figure 3), hence showing the nonlinear behaviour more
clearly. Evidently, the artificial minimum background diffusivity
in MYJ is responsible for this phenomenon, as its reduction reveals
this nonlinearity, and results in eddy diffusivities comparable to
those obtained with YSU (not shown). Since observations support
the existence of this nonlinearity, it is promising that it can be
reproduced in both model schemes.

In addition, YSU appears to be more sensitive to radiation
variations than MYJ (green and brown/orange lines), as indicated
by the longer process lines, especially for Sodankylä and Halley
(Figure 4). Though L ↓ is similar in MYJ and YSU, the impact of
a change in L ↓ is larger when Tskin is lower, as is the case with
YSU compared to MYJ.

Also, YSU appears to be more sensitive to variations in coupling
than MYJ. At Halley Tskin is already about 4 K lower with the
reference YSU than with the reference MYJ run, and therefore
a change in λsnow has a stronger influence on Tskin due to the
larger temperature gradient through the top snow layer. For
Cabauw and Sodankylä the differences in coupling-line length
are smaller, due to the patchy snow cover and, in the case of
Cabauw, smaller snow depth. Furthermore, the coupling lines of
YSU have a smaller slope: e.g. a larger change in cooling for a fixed

change in G, such that the coupling impact seems to be larger
here.

6.1.2. Site intercomparison

The general direction of the process orientation for the three sites
is comparable, but the strength of the sensitivity varies between
the sites. Firstly, for the mixing and radiation processes, the
change in G per change of cooling is a lot more profound for
Cabauw than for the other sites, i.e. the lines are steeper. This
could be related to the method of determining G in the WRF
model:

G = −λ
�T

�ztot
, (1)

where �T is the temperature difference across the total depth of
the top layer (�ztot), being the sum of the snow cover (�zsnow)
and the top soil layer (�zsoil), and λ is the conductivity of the top
layer (Appendix B).

All parameters in Eq. (1) vary for the three locations, since
�ztot amounts to 8.5, 67 and 43.75 cm for Cabauw, Sodankylä
and Halley, respectively (Figure 2 in Part 1). As a consequence,
the effective resolution in the underlying medium varies between
sites, hampering a straightforward comparison. Savijärvi (2013)
has shown that the near-surface temperatures are sensitive to the
resolution in the snow pack, since coarser resolution leads to
higher Tskin and T2m.

Furthermore, λ differs between the sites due to the different
snow cover and vegetation fractions. For Cabauw with 83% snow
cover and 85% vegetation, a λ of 0.27 W m−1K−1 is simulated.
For Sodankylä with 55% snow cover and 49% vegetation, this is
0.42 W m−1K−1. For Halley with snow over sea-ice, WRF sets the
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(a)

(c)

(b)

Figure 5. The 2 m temperature (< T2m >9h, K) versus the net radiation (< Q∗ >9h, W m−2), both averaged over 9 h for (a) Cabauw, (b) Sodankylä and (c) Halley.
Other details are as Figure 4.

snow cover to 100% while additionally the conductivity of the
underlying layers is set to the snow conductivity, such that λ is
0.21 W m−1K−1. Therefore, the relative impact of altering λsnow

on the total λ is most relevant for Halley, since for Cabauw and
Sodankylä the relative impact of the underlying and unchanged
λsoil+veg is larger due to the smaller snow-cover and the relatively
large λsoil (also Appendix B). This stronger coupling impact for
Halley compared to the other sites is also clearly visible with the
longer coupling lines in Figure 4. Though actually �T throughout
the first soil layer and λ are smaller for Cabauw than for Sodankylä,
this is divided by a smaller �z, so that the impact of a change in
�T on G is expected to be largest for Cabauw.

In addition, the length of the radiation lines differs between
sites: they are largest for Cabauw and smallest for Halley. This is
explained by the higher q at Cabauw and hence larger L ↓ changes
(section 3.2), when equal multiplication factors are applied for
the three sites. The effect of mixing is slightly larger for Halley
than for Sodankylä, but this could be related to the somewhat
stronger wind speeds present in this particular Halley case.

6.1.3. Comparison with observations

At Cabauw G is greatly overestimated, which is partly explained
by the fact that WRF applies an equation for λsnow which gives
higher values for a certain snow density compared to what we
used to estimate the observed values, e.g. for fresh snow with
a density of 100 kg m−3, a λsnow of 0.128 W m−1K−1 is utilized
(where we used 0.021 W m−1K−1 for Cabauw observations), while
for snow with density 200 kg m−3, a λsnow of 0.215 W m−1K−1 is
modelled (we used 0.084 W m−1K−1 for Sodankylä observations).
Savijärvi (2013) also reported on the strong impact of the selected
density and conductivity on the (near-)surface temperatures,
especially in stable conditions. Figure 4 confirms that reducing
λsnow brings the model results closer to the observations for
Cabauw and Sodankylä, though for the latter G is only slightly
overestimated. On the other hand, it must be noted that the

Sodankylä measurement site is more heterogeneous than the
other two sites. G is determined through the top 2 cm of the snow
layer, which implies that G is determined for a full snow cover,
although there are also trees present, so that G representative for
the entire site could be larger. The same holds for Cabauw, where
some grass may still stick through the snow cover. For Halley the
simulated λsnow equals λsnow used for observations, but now G is
slightly underestimated, so apparently �T/�z is too small in the
model.

Furthermore, the model formulation for G is not identical to
the way that the observed G was determined, which can cause
some differences between observed and modelled G. We expect
the differences to be smaller when the relative contribution of the
snow depth is larger.

Regarding the cooling in time, we see that for Cabauw and
Sodankylä better results are found with YSU. Also for Halley,
more cooling is found with YSU, but now the temperature is
strongly underestimated. This is also seen in the profiles in
Figure 3.

6.2. Long-wave radiation

The process diagrams in Figure 5 represent the process of radiation
where the net radiation (Q∗) versus T2m is depicted, both averaged
over 9 h. Q∗ is defined as L ↓ minus L ↑ at the surface. Therefore,
with higher surface temperatures, L ↑ will be larger, and with
higher air temperatures and/or specific humidity, L ↓ will be
larger.

In general, with enhanced coupling, Tskin increases which also
leads to higher atmospheric temperatures. Hence both L ↑ and
L ↓ increase. However, the enhanced L ↑ dominates over the
enhanced L ↓, which thus results in a more negative Q∗. The
opposite is found for reduced coupling. The MYJ mixing process
follows the same orientation as the altered coupling process, while
for YSU the nonlinear behaviour is seen in T2m, as described in
the previous sections. With decreased YSU mixing, L ↓ increases
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due to higher atmospheric temperatures, while L ↑ decreases
with lower Tskin, resulting in a less negative Q∗. Considering
the perturbation of radiation when L ↓ is reduced, less energy
reaches the surface leading to lower T2m. This also results in less
L ↑, however since Q∗ becomes more negative, the decreased L ↓
dominates over the decreased L ↑. With enhanced radiation, the
opposite is found.

6.2.1. MYJ versus YSU

Next, we discuss the sensitivity to radiation perturbation for the
two BL schemes. The difference between the mixing orientations
was already explained. Moreover, the radiation lines are ‘flatter’
with YSU than with MYJ. Considering that the differences in L ↓
between MYJ and YSU are not that large, this means that L ↑
plays a relatively more important role in the YSU runs than in
the MYJ runs. The stronger changes in L ↑ also follow from the
stronger changes in T2m and Tskin (not shown).

As with the coupling process diagrams (Figure 4), the YSU
runs are also more sensitive to coupling than MYJ, which is seen
from the longer lines. The large temperature gradient through the
top layer induces a profound impact of an altered λsnow on the
surface temperature. Also (most clear for Sodankylä and Halley),
the coupling line is more ‘flat’ with YSU than with MYJ, since
again L ↓ is comparable, but with lower temperatures the impact
on L ↑ is smaller for a similar change in Tskin.

6.2.2. Site intercomparison

The impact of mixing with MYJ is larger for Sodankylä than
for Cabauw, and even larger for Halley, since the orientation is
similar but the lines are longer. This is related to the stronger
θ stratification at Halley (Figure 3). Subsequently, when mixing
is modified, the temperature change is greater than cases with
weaker stratification. Furthermore, the near-surface wind speed is
highest for Halley (winds may more easily accelerate with the low
roughness length over the smooth snow cover), which can also
partly explain the more efficient mixing. This cannot explain the
difference in mixing efficiency between Cabauw and Sodankylä,
since wind speeds at Sodankylä are a bit lower than at Cabauw.
Then differences in mixing sensitivity are most likely due to the
stronger temperature stratification at Sodankylä. With YSU, the
differences in the relative importance of mixing between the three
sites are not so clear due to the changing orientation in YSU
mixing. Again we see for Halley a stronger impact of the coupling
process as found before.

6.2.3. Comparison with observations

Comparing the model results with the observations reveals that
for Cabauw and Halley |Q∗| is substantially overestimated.
Temperatures close to the surface are overestimated for Cabauw
with MYJ but are of the right order with YSU, though for Halley
these temperatures are mostly underestimated. Reducing T2m

with less coupling and less MYJ mixing brings the modelled
Q∗ closer to the observed value, but then temperatures are too
low (especially for Halley). Lowering T2m by reducing L ↓ is
not advised, because L ↓ is already strongly underestimated for
Cabauw and Halley (up to about 30 W m−2 for both cases). Note
that at Cabauw, when θ is predicted nicely and q is somewhat
overestimated with the 0.25 K YSU simulation (Figure 3(a)–(c)),
light blue dotted lines), L ↓ is still underestimated, which indicates
an incorrectness in the radiation schemes (Wild et al., 2001;
Niemelä et al., 2001; and section 7). L ↓ is overestimated by up
to 8 W m−2 for the Sodankylä reference case with MYJ but less
with YSU. Though the T2m and L ↓ for YSU are simulated almost
correctly for Sodankylä, still |Q∗| is underestimated. With a too
strong stratification with YSU, Tskin becomes too low (especially
at the start of the simulation), leading to an underestimated L ↑
on average.

For Cabauw and Sodankylä, a closer agreement with observed
T2m and Q∗ is obtained with YSU than with MYJ. Due to the
weaker connection with the surface with YSU (smaller H and a
lower eddy diffusivity in the BL), a stronger stratification is found
explaining the better performance for T2m and Q∗.

Regarding the relative contribution of the processes, it appears
that, for this set of variables, mixing is relatively important for
the sites with stronger temperature stratification. Again, coupling
seems to be relatively important for Halley, while radiation plays
a prominent role for Cabauw.

6.3. Turbulent mixing

Atmospheric mixing is presented in the last process diagrams,
where H versus the temperature difference between 2 m and
the surface are displayed, both averaged over 9 h of simulation
(Figure 6). Overall, when coupling and radiation strengthen, more
energy is available at the surface, resulting in a smaller temperature
difference, causing H to decline, and vice versa. Modified mixing
produces a line perpendicular to this orientation, due to that H
is directly affected by the altered eddy diffusivities and exchange
coefficients. So when mixing increases, a larger H is found and
vice versa. More mixing enhances the surface heat exchange,
resulting in a smaller temperature difference close to the surface
(which somewhat counteracts the increase in H) and vice versa.

6.3.1. MYJ versus YSU

Comparing the mixing lines of MYJ and YSU (blue solid and
dotted lines, respectively), the change in H is smaller for a similar
temperature difference with YSU. Apparently the counteracting
process of reduced temperature gradient with enhanced mixing
is relatively stronger with YSU than with MYJ, whilst eddy
diffusivities are larger with MYJ than YSU, which reflects directly
in H when multiplying K.

As with the mixing process, the lines of radiation and coupling
are also flatter with YSU than with MYJ for Cabauw and Halley,
but vice versa for Sodankylä. However, also the relative orientation
of the line through the origin and the reference point is different:
for Cabauw and Halley the reference YSU is more flat, while
for Sodankylä the MYJ reference is more flat. The coupling and
radiation processes more or less follow this reference orientation
(for YSU this deviates more than for MYJ).

Of note is that the atmospheric θ stratification seems smaller
with MYJ than with YSU for all sites (Figure 3). However, the
process diagrams indicate a larger difference between T2m and
Tskin for MYJ for all locations. This is explained by the relatively
larger eddy diffusivities K with MYJ than with YSU, combined
with relatively small exchange coefficients C, i.e. the ratio K/C is
larger with MYJ than with YSU. Then the BL is able to mix, e.g.
heat more efficiently in the BL with the larger K yielding relatively
higher temperatures in the BL, but the surface layer cannot keep
up with this efficient mixing with the smaller C, and thus the
temperature difference between the surface and the first model
level becomes rather large. Thus it seems that YSU has a more
consistent transition from the surface-layer exchange coefficients
to BL eddy diffusivities than MYJ. As mentioned by Svensson and
Holtslag (2009), one should be careful in matching the surface
layer and BL parametrizations. This deficiency in MYJ may be
enhanced by the imposed background diffusivity in the BL which
may not match with the lower limit on the exchange coefficients
in the surface layer.

6.3.2. Site intercomparison

It appears that the strength of the model sensitivity differs for
the three sites. Regarding the mixing lines, for both BL schemes
these are steepest for Cabauw (i.e. strongest change in H per
dT), and flattest for Sodankylä (weakest change in H per dT).
The other process sensitivities are not as straightforward: with
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Figure 6. The temperature difference between the 2 m level and the surface (< T2m − Tskin >9h, K) versus the sensible heat flux (< H >9h, W m−2), both averaged
over 9 h for (a) Cabauw (where the observed H is averaged over only the first 4h due to an incomplete dataset), (b) Sodankylä and (c) Halley. The lines through the
observational points and the origin connect all points with a similar mixing as observed. Other details are as Figure 4.

YSU radiation and coupling are flattest for Cabauw and steepest
for Sodankylä, while with MYJ this is opposite. Also the relative
position of the reference points compared to the origin differs.
E.g., the reference point compared to the origin is already flatter
with YSU for Cabauw and Halley, and flatter with MYJ for
Sodankylä, so that when radiation and coupling lines follow
more or less the same mixing strength as the reference run, this
results in flatter lines as well.

Again, the impact of radiation is larger for Cabauw and
Sodankylä than for Halley, while for Halley the impact of coupling
is strongest. Mixing seems also somewhat more important for
this set of variables for Sodankylä and Halley, possibly due to the
stronger stratifications found here and hence the stronger impact
on temperatures close to the surface when the mixing intensity
is modified.

6.3.3. Comparison with observations

In these stable conditions, the magnitude of H is small. For
Cabauw, the dataset of H was incomplete for the duration
of the night and is therefore averaged over only the first 4 h
(black asterisk). The model simulations overestimate H, though
the temperature gradient remains underestimated. Decreased
mixing brings the model simulations closer in agreement
with the measured H, and also improves the temperature
gradient.

The observed H at Sodankylä is slightly positive with a positive
temperature gradient between the surface and 2 m. Though
the lowest two model levels in the θ profile indicate a stable
stratification, the gradient is a bit smaller than for the higher
tower levels, since the lower part of the tower is surrounded
by trees. Moreover, the Sodankylä site is rather heterogeneous.
Measurements of T2m and the radiation components and hence
Tskin are from a more open site than H measured along the

tower between trees. The WRF-SCM simulations overestimate
the magnitude of H and dT. With YSU a slightly smaller H
magnitude is forecast, combined with a smaller temperature
gradient, than with MYJ. For both BL schemes, decreasing the
mixing does give a smaller H, though this overestimates the
temperature gradients even more.

For Halley, the observed H has small magnitudes, which are
overestimated by the model together with an underestimated �T.
YSU yields a closer agreement with the observed H, while MYJ
yields a closer agreement with the observed �T. Reducing mixing
brings the simulations closer to observations.

Finally, the eddy-covariance measurements are located at 3 m
at Cabauw, 8 m at Sodankylä and 4 m at Halley, i.e. not a priori
in the constant flux layer (Foken, 2008a), or the lower 10% of the
BL. The observed LLJ at Halley is at around 8 m (Figure 3(h)),
which suggests the BL height to be at around the same height. For
Sodankylä the LLJ is somewhat higher, but clearly below 80 m.
Thus the measured H could be underestimating H closer to the
surface.

7. Discussion and conclusions

This study presents the relative importance of snow-surface
coupling, downward long-wave radiation, and turbulent mixing
on the development of the stable boundary layer (SBL) over
snow, using the WRF single-column model. The focus is on
clear-sky conditions with low wind speeds. Three different snow
cases over grass (Cabauw, The Netherlands), forest (Sodankylä,
Finland) and an ice shelf (Halley, Antarctica, modelled as sea
ice in WRF) are presented. Part 1 of the overall study covered
an evaluation of the SCM simulations for varying forcings. The
sensitivity analysis presented here is performed by varying the
intensity of the three processes, for the simulation with optimized
forcings taken from Part 1.
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The sensitivity analysis was performed for both MYJ and
YSU BL schemes. With increased mixing, the magnitude of the
sensible heat flux (H) increased, and potential temperature (θ)
and q inversions weakened. The LLJ was less developed and at
a higher altitude. The resulting smaller surface cooling lead to
smaller conductive snow-heat fluxes (G), larger outgoing long-
wave radiation (L ↑), and a more negative net radiation (Q∗).
With increased snow conductivity, we found less cooling in time
at the 2 m level and a more negative Q∗. The impact of coupling
on the q profile was very small (except for Halley), while the
impact was negligible for wind speed. With increased L ↓, θ and
q inversions also weakened, resulting in smaller G and H. The
wind profiles were not very sensitive to the altered L ↓. Opposite
results were found with reduced process intensities.

Concerning differences between the MYJ and YSU BL schemes,
we found:

• Stronger atmospheric θ stratifications with YSU than with
MYJ, while stratifications over the surface layer were
strongest for MYJ. This followed from a larger eddy-
diffusivity/exchange-coefficient ratio in MYJ.

• H changed more profoundly in MYJ than in YSU for a given
T2m − Tskin. This implies that the eddy diffusivity is more
efficient in MYJ, and that (e.g.) with enhanced mixing, a
stronger counteracting behaviour of reduced temperature
gradient is seen in YSU.

• With YSU, a counter-intuitive behaviour of temperature
for very low mixing intensities: T2m decreased for increased
mixing and vice versa. With very light turbulence, cold
air was not mixed upward sufficiently. Therefore, T2m

remained higher than when mixing was increased. MYJ
captured this behaviour only weakly for Halley. Reducing
the background diffusivity did show the nonlinearity
with MYJ. Additionally, both schemes showed a similar
nonlinear behaviour for near-surface q.

Regarding the relative importance of the processes for the
various sites, we conclude that:

• The radiation impact was relatively large for Cabauw and
Sodankylä, most obviously so when q was adjusted.

• Coupling was relatively more important for Halley. In the
sea-ice code in WRF, the entire underlying medium is
set to the snow heat conductivity; this causes a higher
impact if this variable is changed. Furthermore, the
snow cover was 100% at Halley, about 83% at Cabauw
and 55% at Sodankylä. Therefore the influence of the
unchanged underlying medium was larger for the last
two sites, reducing the impact of the modified snow heat
conductivity.

Note that some differences between the sites could also occur,
because the atmospheric conditions were not equal during the
three case-studies. Furthermore, the depth of the top layer differs
for the three sites, because it is a composite of the snow depth and
the first soil layer in the WRF model. For the comparison between
the three locations, a similar resolution would be desirable.
However, in this study we aimed to compare the WRF model
behaviour as it is, without making too many modifications to the
code.

Besides studying the process sensitivities, we aimed to quantify
whether altered process intensities improved the model results
compared to observations. We found that:

• G was greatly overestimated for Cabauw due to the model’s
higher snow heat conductivity. Also, G was calculated on
the basis of temperature observations assuming full snow
cover (which was not true for Cabauw and Sodankylä),
while WRF determines G from the snow layer and half
of the top soil layer. We recommend a revised snow heat
conductivity formulation in the WRF model, to circumvent
the too high conductivities.

• Q∗ was strongly underestimated for Cabauw and Halley
even for runs which gave realistic θ- and q profiles, hinting
at a deficiency in the long-wave radiation scheme. This
underestimation was also found with numerical weather
prediction models by Niemelä et al. (2001) for clear-
sky winter conditions in Sodankylä, especially for strong
inversions, as well as by Wild et al. (2001) for general
circulation models. The latter attribute this to a problem
in the simulation of the thermal emission from cold,
dry and cloud-free atmospheres. Barton et al. (2014) also
suspect other reasons than the modelled temperature and
humidity for the bias, since several models forced with the
same profiles of temperature and humidity still show a
large spread in clear-sky downward long-wave radiation.

• The magnitude of H was overestimated by the WRF-
SCM. However, the measured |H| might have been
underestimated as the instrument might have been located
above the very shallow surface layer.

• The θ stratification at the surface was underestimated
for Cabauw and Halley. At Sodankylä the θ stratification
between the surface and the 2 m level was overestimated
using data from the automatic weather station in open
land. The Sodankylä tower in a forested area indicated
that the stratification was underestimated with MYJ and
overestimated with YSU.

Overall, we conclude that for most variables the WRF-SCM skill
improves when mixing was decreased, mostly so for the YSU-
BL scheme due to the stronger θ and q inversion along the
towers (though temperatures were still strongly underestimated
at Halley). Unfortunately, the wind speed skill mostly deteriorated
with decreased mixing. This indicates that SBL simulations may
be improved by adjusting the eddy diffusivities and exchange
coefficients independently for momentum and scalars. Under
very stable conditions, the Prandtl number (Km/Kh) may diverge
from unity, to account for momentum transport due to pressure
fluctuations (Kim and Mahrt, 1992). For a MYJ and a quasi-
normal scale elimination (QNSE) BL scheme intercomparison,
Tastula et al. (2015) found a high sensitivity of the model
results to the choice of the turbulent Prandtl number for
neutral stratification. They noticed that in the Monin–Obukhov
similarity function for heat, the choice of this Prandtl number
can be more important than the functional form of the similarity
function itself, though the relative importance of the latter does
increase with increasing near-surface stability.

Decreasing the coupling also improved the temperature
and moisture gradients without strongly affecting the wind
field, though the impact was less strong than reducing mixing.
Decreasing L ↓ also yielded stronger gradients, but this is not
recommended due to the already underestimated L ↓. Consider-
ing the reservations about the observations in cold conditions, as
mentioned in section 3.3, it is difficult to make firm conclusions
about the model results compared with observations from these
particular cases. However, obviously not only the different
schemes but also the process intensities heavily influence the per-
formance of the WRF-SCM. Some analyses of the time-averaging
dependency for the process diagrams are given in Appendix C.

Finally we notice that we prescribed advection for temperature,
humidity and momentum as obtained from Part 1. Here in
Part 2, the same advection was prescribed for the simulations
with modified process strengths, although the advection was
estimated from WRF-3D runs without any adjusted process
intensity. We recommend an analogous study in a 3D model,
when the advection would adjust itself accordingly.
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Appendix A

Erroneous moisture flux in YSU

A peculiar behaviour of humidity was found in the simulations
with the YSU-BL scheme. The sensible and latent heat fluxes were
directed downwards, and while a temperature inversion would
develop, this was not the case for the humidity. Studying the
WRF code revealed a problem in the definition of the moisture
flux when snow is present and the potential evaporation (Ep)
is negative (towards the surface). While a latent heat flux is
calculated by the Noah land-surface model, the flux signalled
to YSU remains 0 W m−2, so that no atmospheric humidity is
actually transported to the surface. This explains why the surface-
based humidity inversion does not develop. The slight changes
in humidity in time that were seen in the profiles and time series
were caused by the prescribed advection.

The technical problem is explained as follows. The moisture
flux that is provided to YSU (qfx in the code) equals the latent heat
flux in kg m−2s−1 calculated in the Noah LSM (ETA KINEMATIC
in the code, here Ekin). When snow is present, Ekin is defined as:

Ekin = Esnowσsnow+(Edir+Ec+Ett) (1− σsnow) , (A1)

where Esnow represents the sublimation from the snow pack,
σsnow equals the snow fraction, and Edir, Ec, and Ett represent
the direct soil evaporation, the canopy water evaporation and the
total plant transpiration respectively. However, all these terms
are only calculated when Ep is larger than 0, so for an upward
moisture flux. Indeed the Noah LSM calculates the latent heat
flux in the form of dew-fall (or frost-fall) when Ep ≤ 0 (DEW
in the code; DEW = −Ep · 0.001 with Ep also in kg m−2s−1), but
not the actual terms necessary in Eq. (A1), and thus Ekin remains
0 W m−2.

This problem was reported to the WRF helpdesk, and is fixed
in module sf noahlsm.F from version 3.7 onwards (J. Dudhia,
2015; personal communication) by including the DEW term in
Eq. (A1), such that:

Ekin =Esnowσsnow + (Edir + Ec + Ett) (1 − σsnow)

− 1000.0 DEW , (A2)

and will be checked upon for the glacier and sea-ice noah-modules
for the next WRF release (likely version 3.8, J. Dudhia, 2015;
personal communication). In this way, the moisture flux that is
signalled from the Noah LSM to the YSU-BL scheme is equal to
Ep, and moisture is truly transported from the atmosphere to the
surface.

Appendix B

Noah LSM top layer conductivity

The heat conductivity of the top layer, λ, as in Eq. (1) is composed
as follows in the Noah land surface model used in WRF (Ek et al.,
2003):

λ = σsnowλsnow+soil+veg

+ (1 − σsnow)λsoil+veg, (B1)

λsnow+soil+veg = �zsnow

�ztot
λsnow + �zsoil

�ztot
λsoil+veg, (B2)

λsoil+veg = λsoilexp(−βvegσveg), (B3)

where σsnow is the snow cover fraction. λsnow+soil+veg is the
conductivity of the soil with vegetation and snow cover and
determined as in Eq. (B2). λsnow depends on the snow density
which also changes over time. λsoil+veg is the conductivity of the
soil with vegetation without snow cover, which is determined with
the bare soil conductivity λsoil in combination with an empirical
coefficient βveg and the vegetation fraction σveg in Eq. (B3).

Appendix C

Process diagrams: temporal evolution

In this article we have discussed the process diagrams which are
obtained after 9 h of simulation. However, sometimes a variable
changes very rapidly over time at the start of the simulation, which
is now averaged out over the 9 h. Hence, it is also interesting to
see the development of the process diagrams over time, which
is done in this Appendix. The process diagrams throughout the
first hour, first 5 h and first 9 h are given in Figures S1–S3. These
correspond to the time averages taken over the first hour, first 5 h,
and first 9 h, respectively, where the latter is equal to the process
diagrams in Figures 4–6.

First we discuss the snow-surface coupling process diagrams
(average G versus T2m cooling in time (Figure S1). In general for
Cabauw and Sodankylä, we see more cooling over time, combined
with a stronger snow heat flux due to a larger temperature
gradient in the soil. This is not as straightforward for Halley,
where advection plays a more important role.

Regarding the sensitivity lines, we find most clearly for the first
few hours for Cabauw and Sodankylä that the change in G per
change in cooling becomes smaller with time, i.e. the slope of the
lines decreases. This holds both for observations and sensitivity
analysis lines, where the latter is also seen for Halley. Just after the
start of the simulation, a stronger drop in Tskin is found, which
causes a stronger �T/�z in the soil, while it takes a bit more
time to transfer this signal to the 2 m level. Therefore initially the
change in G is larger with a similar cooling at 2 m, resulting in
steeper lines in the top figures in Figure S1.

The process diagrams for the long-wave radiation process over
time (Q∗ versus T2m, both averaged over time) are shown in
Figure S2. The general trend in time is that T2m decreases, and Q∗
becomes less negative, as we would expect. For Halley this is not
the case for the observations. Here, the position of the observation
remains the same, due to the strong advection in combination
with the already present polar night (see also Part 1, T2m stayed
around 244 K). For MYJ at Halley, T2m and Q∗ also stay rather
similar. For YSU there was indeed a stronger decrease in T2m, as
was also seen in Part 1 with the reference case, combined with a
less negative Q∗ due to a smaller L ↑.

The change in Q∗ becomes smaller over time with a similar
variation in T2m, so a ‘flattening’ of the lines is seen for all sites
and each process. This is because at the start of the simulation the
strongest impact is at the surface to which L ↑ is directly linked,
while it takes some time before this signal is transferred to the
2 m level.

Finally the process diagrams through time for the turbulent
mixing process (H versus the temperature difference between 2 m
and the surface, both averaged in time) are shown in Figure S3.
For Cabauw, the orientation of the observed lines stays similar
over time, though the temperature gradient and the H magnitude
do decrease with time. For Sodankylä the observations turn
around the origin, thus changing the orientation. Since both
variables are very close to 0, the observations are very sensitive
to measurement uncertainties regarding the sign. For Halley, the
orientation changes slightly with an increase in altered H per dT
(i.e. the line steepens).

Concerning the orientation of the radiation and coupling
process with YSU over time, we find the same orientation for
Cabauw, a larger change in H per dT (steeper line) for Sodankylä,
and a smaller change per dT (flatter line) for Halley. The YSU
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mixing line becomes more flat with time for all sites (smaller
change in H per dT, most clear for Sodankylä and Halley). On
the other hand, the MYJ mixing line shows a steepening of the
line. The MYJ radiation and coupling orientations stay roughly
constant with time for all locations. Furthermore, for all sites the
impact of radiation with MYJ and YSU decreases with time (line
length decreases). This also holds for the mixing process with YSU
for Cabauw and Sodankylä. It could be that the relative impact of
the processes decreases with time, because the strongest changes
in e.g. Tskin are found in the beginning of the runs. Therefore, the
impact averages out after more hours, when changes in time are
not as strong.

Supporting information

The following supporting information is available as part of the
online article:

Figure S1. Process diagrams in time over x hours. Cooling of
the 2 m temperature (−(T2m xh − T2m init), K) over x h versus the
soil heat flux (< G >xh, W m−2)) averaged over x h for (a,d,g)
Cabauw, (b,e,h) Sodankylä and (c,f,i) Halley. K represents the
change in mixing in both boundary and surface layer, λ represents
the snow heat conductivity and thus the coupling, q represents the
specific humidity profile and therefore the incoming long-wave
radiation, and CO2 represents the amount of CO2 in ppmv and
therefore also the incoming long-wave radiation. ref MYJ is the
reference for the simulations with the MYJ-BL scheme (solid
lines) and ref YSU is the reference for the simulations with
the YSU-BL scheme (dashed lines). The asterisk with error bars
represents the observation with its measurement uncertainties in
the error bar.

Figure S2. Process diagrams in time over x hours. The 2 m
temperature (< T2m >xh, K) versus the net radiation (< Q∗ >xh,
W m−2), both averaged over x h for (a,d,g) Cabauw, (b,e,h)
Sodankylä and (c,f,i) Halley. Other details are as Figure S1.

Figure S3. Process diagrams in time over x hours. The
temperature difference between the 2 m level and the surface
(< T2m − Tskin >xh, K) versus the sensible heat flux (< H >xh,
W m−2), both averaged over x h for Cabauw (a,d,g for x=5 and
x=9h, the observed H is only averaged over the first 4h due
to missing data), Sodankylä (b,e,h) and Halley (c,f,i). The lines
through the observational points and the origin connect all points
with a similar mixing as observed. Other details are as Figure S1.
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